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Introduction

Welcome to the MATMT2008 Workshop on "Mixing Approaches to Machine Translation", held 
at the University of the Basque Country on February 14, 2008.

"Mixing Approaches To Machine Translation" aims at promoting practical hybrid approaches to 
MT, combining resources and algorithms coming from rule-based, example-based or statistical 
approaches, and helping to disseminate the work developed in OpenMT project. 

The boundaries between the three principal approaches to MT (rule-based, example-based and 
statistical) are becoming narrower:

• Phrase based SMT models are incorporating morphology, syntax and semantics into 
their systems.

• Rule based systems are using parallel corpora to enrich their lexicons and grammars, 
and to create new disambiguation methods.

• Previous ASR/ALT projects have shown that in a MT system benefits can be realized by 
a simple combination of different MT approaches in a Rover architecture. 

Data-driven Machine Translation (example-based or statistical) is nowadays the most prevalent 
trend in Machine Translation research. Translation results obtained with this approach have now 
reached a high level of accuracy, especially when the target language is English. But these data-
driven MT systems base their knowledge on aligned bilingual corpora, and the accuracy of their 
output depends heavily on the quality and the size of these corpora. Large and reliable bilingual 
corpora are unavailable for many language pairs. 

Three invited speakers will show us a wide perspective of the latest developments in machine 
translation: 

• Philipp Koehn (University Of Edinburgh, UK)
Moses: Moving Open Source MT towards Linguistically Richer Models 

• Marcello Federico  (Fundazione Bruno Kessler, Trento, Italy)
Recent Advances in Spoken Language Translation

• Andy Way (Dublin City University, Ireland).
Combining Approaches to Machine Translation: the DCU Experience 

Twelve  papers  were  submitted  to  our  call  for  papers  in  November  2007,  they  were   from 
Europe, Asia and America. The program committee selected eight of them for presentation at 
the conference.  

Those three talks and eight presentations will provide us some points for the final discussion 
and conclusion that will be chaired by David Farwell (Technical University of Catalonia)

We wish you a pleasant and inspiring day.

Iñaki Alegria  Lluís Màrquez Kepa Sarasola





About OpenMT project
http://ixa.si.ehu.es/openmt

One  of  the  aims  of  the  MATMT2008  Workshop  on  "Mixing  Approaches  to  Machine 
Translation" concerns the dissemination of the work developed within the OpenMT research 
project. OpenMT is a project for machine translation that is been partially funded by the Spanish 
Ministry of Education and Science (OpenMT: Open Source Machine Translation using hybrid 
methods, TIN2006-15307-C03-01) and the Local Government of the Basque Country (AnHITZ 
2006:  Language  Technologies  for  Multilingual  Interaction  in  Intelligent  Environments, 
IE06-185). 

The main goal  of  OpenMT project  is  the  development  of  open  source machine  translation 
architectures based on hybrid models and advanced semantic processors. These architectures 
will be open-source systems combining the three main Machine Translation frameworks into 
hybrid systems. Defined architectures and results of the project will be open source, so it will 
allow rapid development  and adaptation  of  new advanced Machine Translation systems for 
other  languages.  We are  testing  the  functionality  of  this  system  with  different  languages: 
English, Spanish, Catalan, and Basque. Corpora are easily available for English and Spanish, 
but not so for the remaining languages. While the structure of some of those languages is very 
similar  (Catalan and Spanish),  others are very different (English and Basque). Basque is  an 
agglutinative language with a very rich morphology, unlike English, Catalan and Spanish. 

The main innovative points of the OpenMT project are: 

• The design of hybrid systems combining traditional linguistic rules, example-based 
methods, and statistical methods. 

• Open Source Initiative 
• The use of advanced syntactic and semantic processing in MT 
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Abstract 

Constructing a classifier that distinguishes 
machine translations from human transla-
tions is a promising approach to automati-
cally evaluating machine-translated 
sentences. We developed a classifier with 
this approach that distinguishes transla-
tions based on word-alignment distribu-
tions between source sentences and 
human/machine translations. We used 
Support Vector Machines as machine-
learning algorithms for this classifier. Our 
experimental results revealed that our 
method of evaluation had a weak correla-
tion with human evaluations. We further 
found that our method outperformed well-
known automatic-evaluation metrics with 
respect to correlation with the manual 
evaluation, and that it could identify the 
qualitative characteristics of machine 
translations, which greatly help improve 
their quality. 

1 Introduction 

Previous research has proposed various automatic 
methods of evaluating machine-generated transla-
tions (MTs). Some methods have examined the 
similarity of MTs to human-generated translations 
(HTs), i.e., BLEU (Papineni et al. 2001), NIST 
(Doddington 2002), METEOR (Banerjee & Alon 
2005), Kulesza & Shieber (2004), Paul et al. 

(2007), and Blatz et al. (2004). These methods 
would be rather expensive due to the need to pre-
pare multiple-reference HTs for evaluation. To 
resolve this problem, Corston-Oliver et al. (2001) 
and Gammon et al. (2005) proposed methods of 
evaluation, which did not employ multiple refer-
ence HTs in evaluating MTs.1 Instead of evaluating 
MTs by comparing them with HTs, evaluation was 
carried out with a machine-learning algorithm that 
classified MTs either into “good” or “bad” transla-
tions. A “good” translation is a translation that is 
indistinguishable from HTs, whereas a “bad” trans-
lation is a translation that is judged to be an MT. 
Although this method of classification might re-
quire reference HTs to construct a classifier as 
training data, it does not need any reference HTs 
for evaluation. Hence, once a classifier is con-
structed, this method can be applied to any transla-
tions without reference HTs. This is an advantage 
of classifier-based evaluation methods. 

This new method also reveals what sorts of er-
rors are involved in MTs, while others such as 
BLEU (Papineni et al. 2001) cannot, as Corston-
Oliver et al. (2001) suggested. The primary goal of 
BLEU (Papineni et al. 2001) was to determine the 
superiority of translation systems, and hence, the 
method outputs numerical values in terms of 
BLEU scores. When one tries to improve a transla-
tion system, it is necessary to identify the problems 
with it. On these grounds, we surmised that a clas-

                                                           
1 Albrecht & Hwa (2007) also proposed MT evaluation met-
rics without using reference HTs. Their method employed the 
regression-trained metric. 
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sifier-based scheme would be a promising ap-
proach to evaluating MTs. 

Although source sentences need to be referred 
to in order to evaluate the adequacy of MTs, these 
previous methods have only examined the linguis-
tic properties of MTs but not those of source sen-
tences. Hence, they have focused on the fluency of 
translation but not on the adequacy of translation. 
Adequacy is defined as to what extent a translated 
sentence conveys the meaning of the original sen-
tence. Fluency is defined as the well-formedness of 
a translated sentence, which can be evaluated inde-
pendently of adequacy. 

This paper discusses our examination of a clas-
sifier, which can evaluate MTs from both view-
points of fluency and adequacy. In evaluating 
translations from English to Japanese, for instance, 
not only the translation fluency but also its ade-
quacy should be carefully assessed, because trans-
lations between these languages involve greater 
linguistic problems than those between European 
languages, e.g., English and French. European lan-
guages belong to the same language class, whereas 
English and Japanese do not. Thus, English and 
Japanese vary greatly with respect to various lin-
guistic properties such as anaphoric systems (see 
Section 3.3). 

This linguistic divergence makes evaluations of 
adequacy significant for MTs of English into Japa-
nese. We propose employing a classification fea-
ture that reveals the linguistic correspondences 
between source sentences and translations to 
evaluate adequacy with the classification method. 
Incidentally, unlike reference translations, source 
sentences are necessary to obtain MTs. Thus, we 
constructed a classifier that would distinguish 
translations based on word-alignment distributions 
between source sentences and translations, assum-
ing that the word-alignment distributions exhibited 
linguistic correspondences between these source 
sentences and translations. We then assessed our 
method by comparing its evaluation results with 
those of human evaluations. 

2 Method of Machine Learning 

Our method uses Support Vector Machines 
(SVMs), which are well known learning algo-
rithms that have high degrees of generalization. 
We used SVMs to build a classifier based on word-

alignment distributions as machine-learning fea-
tures. 

Our method employs parallel corpora to con-
struct the classifier and requires neither manually 
labeled training examples (unlike Albrecht) nor 
multiple reference translations to evaluate new sen-
tences. Due to these properties, our method should 
be a relatively inexpensive but effective automatic 
evaluation metric. 

2.1 Evaluation Metric Obtained by SVMs 

SVMs are learning algorithms based on maximum 
margin strategy (Vapnik 1998). We train an SVM 
classifier by taking HTs as positive training exam-
ples and MTs as negative. Consequently, the 
SVMs produce a hyperplane that separates the ex-
amples. As Kulesza & Shieber (2004) noted, the 
distance between the separating hyperplane and a 
test example can serve as an evaluation score. 
Based on this idea, our classifier not only distin-
guishes the MTs from HTs but also evaluates the 
MTs with this metric. 

2.2 Features 

As we noted in Section 1, word-alignment distribu-
tion should constitute classification features exam-
ining translation adequacy. We further presumed 
that word-alignment distribution could also be used 
to examine translation fluency. 

Good, natural translations differ from poor, un-
natural translations such as word-for-word transla-
tions, because superior translations involve various 
translation techniques. For instance, there is a tech-
nique for translating the English nominal modifier 
“some” into a Japanese existential construction, as 
in (1b) below. The meaning of the English nominal 
modifier is conveyed in the existential verb i-ta 
“existed”. The translation of (1a) without this tech-
nique, i.e., by word-for-word translation, is pre-
sented in (1c), where the English nominal modifier 
“some” is translated into the Japanese nominal 
modifier ikuraka-no “some”. Translation (1c) is 
perfectly grammatical but less natural than (1b). 
Actually, sentence (1c) was obtained with a state-
of-the-art MT system. If this translation technique 
were implemented on this system, the system 
would produce a more natural sentence. 

As example (1) illustrates, because MTs are lit-
erally translated, they often sound unnatural. 
Therefore, we decided to compare MTs and HTs 

12



regarding the degree of word-for-word translation. 
To identify word-for-word translation, we used the 
word-alignment distribution between source sen-
tences and translations, i.e., MTs or HTs, because 
literally translated words should be more easily 
aligned than non-literally translated words. Literal 
translations maintain lexical features such as parts 
of speech, as can be seen in (1). By contrast, non-
literal translations usually lack parallel lexical fea-
tures. 

 
(1) 
a. Some students came. 
b. Ki-ta  gakusei-mo i-ta 
  come-PST student-also exist-PST 
  “Some students came”. 
c. Ikuraka-no gakusei-wa ki-ta 
  some-GEN  student-TOP come-PST 
  “Several students came”. 
(GEN: Genitive case marker, 
PST: Past tense marker, TOP: 
Topic marker) 

Figure 1. Translation Example (1) 
 
Let us illustrate the difference in alignment dis-

tribution between MTs and HTs. 
 
(2) 
a. Today, the sun is shining. 
b. Kyoo taiyoo-wa  kagayai-teiru  
  today the-sun-TOP shine-BE-ING 
  “Today the sun is shining”. 
c. Kyoo-wa  seiten-da 
  today-TOP fine-BE 
  “It’s fine today”. 
(TOP: Topic marker, BE: Copular 
verb, ING: Gerundive verb 
form) 

Figure 2. Translation Example (2) 
 
Sentence (2a) below is a source sentence both for 
the word-for-word translation in (2b), i.e., MT, and 
the natural translation in (2c), i.e., HT. Table 1 lists 
the word-alignment distribution attained with our 
alignment tool. In Tables 1 and 2, “align(A, B)” 
means that an English word “A” and a Japanese 
word “B” compose an aligned pair, “non-
align_eng(C)” means that an English word “C” 
remains unaligned, and “non-align_jpn(D)” means 
that a Japanese word “D” remains unaligned. From 
the alignment distribution in Tables 1 and 2, we 

see that the rate of alignment and non-alignment 
varies between HTs and MTs. That is, non-aligned 
words often appear in HTs, and more aligned pairs 
are observed in MTs. Thus, non-aligned words 
should exhibit HT-likeness, while aligned pairs 
should exhibit MT-likeness. We constructed a 
classifier using these aligned pairs and non-aligned 
words in Tables 1 and 2 as classification features. 
Since word-alignment properties reveal the lexical 
correspondences between a source sentence and its 
counterpart, our classifier can take adequacy into 
account. 

 
Table 1. Alignment Distribution of MTs 
MT (2b) 
align(today, kyoo [today]) 
align(is, teiru [BE-ING]) 
align(sun, taiyoo [sun]) 
align(shining, kagayai [shine]) 
nonalign_jpn(wa [TOP]) 
nonalign_eng(the) 
 
Table 2. Alignment Distribution of HTs 
HT (2c) 
align(today, kyoo-wa [today-TOP]) 
align(is, da [BE]) 
nonalign_jpn(seiten [fine]) 
nonalign_eng(the) 
nonalign_eng(sun) 
nonalign_eng(shining) 

3 Experiments 

This section describes the design and results of our 
experiment, and discusses our findings. 

3.1 Design 

A parallel corpus was prepared for constructing 
classifiers in the experiment. The corpus consisted 
of Reuters’ news articles in English and their Japa-
nese translations (Utiyama & Isahara 2003). Since 
some source sentences and translations appeared 
repeatedly in our corpus, we deleted these repeti-
tions. The MTs for this corpus were obtained with 
a commercially available MT system. Word-
alignment distributions between the source sen-
tences and the MTs and HTs were obtained with an 
experimental word-alignment tool. 2  A total of 
                                                           
2 Experiments with a free alignment tool (Och & Ney 2003) have 
yet to be done. 
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258,000 examples were obtained (129,000 HT-
alignment examples and 129,000 MT-alignment 
examples). 

We randomly chose 44 sentences from this cor-
pus for a preliminary evaluation of our method.3 
These sentences were assessed by three human 
evaluators, who had been involved in developing 
MT systems (not the authors). The evaluators as-
sessed both the adequacy and fluency of MTs, and 
scored them on a scale from 1 to 4. (See Section 1 
for the definitions of adequacy and fluency.) 

Machine learning was carried out with an SVM 
algorithm implemented on the TinySVM soft-
ware.4 The linear was taken as a type of kernel 
function, and the other settings were taken as de-
fault settings. 

We first appraised the accuracy of classification 
with our classifier in this experiment. Then, we 
investigated the correlation between the human-
assessment results obtained by our three evaluators 
to determine the upper bounds for our classifica-
tion-based method. Finally, we investigated and 
tested its validity by examining how well the 
scores computed by the SVMs correlated with the 
adequacy and fluency scores awarded by the hu-
man evaluators. 

3.2 Results 

Before reporting the experimental results, let us 
briefly confirm the word-alignment distributions 
in MTs and HTs. As Table 3 shows, the number 
of aligned pairs constituted 35% of alignment dis-
tributions in MTs. By contrast, the aligned pairs 
made up 24% in HTs. In Table 3, the number re-
fers to the sum of the aligned pairs and non-
aligned words between the 129,000 source sen-
tences and the MTs/HTs. Thus, MTs contain more 
aligned pairs than HTs. We tested the differences 
in alignment distributions between HTs (control 
sample) and MTs with a Fisher exact test. The 
results revealed that the alignment rate for MTs 
was significantly greater than that for HTs 
(p<0.05). Based on these results, we concluded 
that MTs and HTs differed with respect to word-
alignment distributions. 

 
                                                           
3 The number of test sentences should be increased in future 
experiments to enable more rigorous evaluations of our 
method. We are now preparing a larger-scale experiment. 
4  The packaging tool is available at the following URL: 
http://chasen.org/~taku/software/TinySVM/ 

Table 3. Alignment Distributions 
 N Aligned 

pairs 
(%) 

Non-
aligned 
words (%) 

Align-
ment rate 
(%) 

MT 521102 35.7 64.3 55.5 
HT 568259 24.1 75.9 31.7 

 
Next, we examined the robustness of our 

method for machine translation systems by com-
paring the classification accuracy of three com-
mercially available state-of-the-art translation 
systems in a five-fold cross validation test. Our 
method of classification yielded high classification 
accuracy (98.7, 99.7%, and 99.8%). From these 
results, we concluded that our method is robust for 
MT systems. 

Now, let us return to the results from the ex-
periment. First, we examined the classification ac-
curacy of our classifier. Its accuracy was obtained 
through the five-fold cross validation test. Our 
method of classification achieved a high accuracy 
of 98.7%. It is difficult to find benchmark methods 
to compare with our classifier, because previous 
methods often require multiple reference transla-
tions or manually labeled training examples. Since 
the previous studies used syntactic properties to 
construct classifiers (Corston-Oliver et al. 2001, 
Gamon et al. 2005, Mutton et al. 2007), we de-
cided to compare our alignment-distribution-based 
classifier with a classifier based on syntactic prop-
erties, i.e., dependency relations. Although this 
comparison was not that rigorous, we believe it 
suggested that our method was valid. HTs and 
MTs were parsed with the CaboCha parser (Kubo 
& Matsumoto 2002), and the dependency pairs of a 
modifier and a modified phrase were used as clas-
sification features. This baseline method achieved 
an accuracy of 83.1%. Our proposed method out-
performed the baseline, exhibiting a superiority of 
18.8%. Based on these results, we concluded that 
our word-alignment-based classifier more accu-
rately distinguishes MTs and HTs than a depend-
ency-relation-based classifier. 

We next checked the correlation of assessment 
results between the three human evaluators (I-III). 
The results for both adequacy and fluency exhib-
ited strong correlations as listed in Table 4. The 
correlation coefficients for adequacy evaluation 
varied from .68 to .76, and those for fluency 
evaluation ranged from .40 to .61. We determined 
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the upper bounds for our classifier as the mean 
values of human evaluation. That is, the bound for 
adequacy evaluation was .73, the bound for flu-
ency evaluation was .53, and the bound for the en-
tire evaluation was .74. The entire evaluation was 
derived by summing up both adequacy and fluency 
evaluation scores. 
 
Table 4. Correlation of Human Evaluation Results 
 I-II I-III II-III Mean 
Adequacy .76 .74 .68 .73 
Fluency .58 .40 .61 .53 
Entire .76 .70 .75 .74 

 
Finally, we moved on to evaluating the per-

formance of our method. We examined to what 
extent our classifier-based evaluation results were 
correlated with the human-evaluation results. The 
correlations were examined at the sentence level. 
The MT sentences were evaluated with our method 
using a score provided by the SVM classifier as 
described in Section 2.1. The human evaluation 
consisted of three types of evaluation scores: (i) 
adequacy, (ii) fluency, and (iii) entire. We assessed 
our evaluation method (W-A classifier) by compar-
ing it with human evaluations. In addition, we 
evaluated three other methods: (i) a dependency-
based classifier (D-classifier), (ii) NIST (Dodding-
ton 2002), (iii), and METEOR (Banerjee & Alon 
2005). The correlations were assessed in terms of 
Spearman’s rank-correlation coefficient. 
 
Table 5. Correlation of Automatic-evaluation Re-
sults and Human-evaluation Results 
 Adequacy Fluency Entire
W-A classifier .44 .43 .47 
D-classifier .33 .37 .37 
NIST .40 .45 .46 
METEOR .20 .19 .20 
 
Table 5 lists the correlation coefficients. In obtain-
ing the evaluation results for NIST (Doddington 
2002) and METEOR (Banerjee & Alon 2005), we 
used HTs of the parallel corpus as reference trans-
lations. 

3.3 Discussion 

Our classification-based method of evaluation, 
which employed word-alignment distributions as 
learning features, exhibited a weak correlation with 

the human-evaluation results for adequacy, fluency, 
and the entire evaluation, as listed in Table 5. Our 
method did not surpass the upper bound coeffi-
cients, i.e., the mean correlation coefficients be-
tween the human-evaluation results in Table 4. 

Compared with the other three automatic meth-
ods, our classifier outperformed the D-classifier 
and METEOR (Banerjee & Alon 2005) in the three 
evaluation criteria, and our method achieved simi-
lar results to NIST (Doddington 2002). Our 
method had a lower correlation coefficient with 
human fluency evaluation than NIST (Doddington 
2002), but it outperformed NIST (Doddington 
2002) with respect to adequacy and the entire 
evaluation. The D-classifier-based method of 
evaluation did not achieve as high a correlation as 
NIST (Doddington 2002). From these results, we 
assumed that our method was tenable as an auto-
matic method of evaluation without the use of ref-
erence translations. In addition, our method seems 
to account for evaluations of adequacy as we as-
sumed that these need to be examined with features 
covering linguistic correspondences between 
source sentences and translations, i.e., word align-
ments (as discussed in Section 2.2). The correla-
tion coefficient of adequacy evaluation for the D-
classifier-based evaluation was lower than that of 
fluency evaluation. By contrast, the adequacy 
evaluation achieved a higher correlation than the 
fluency evaluation in the W-A-classifier-based 
evaluation. This suggests that the W-A-classifier-
based evaluation appropriately assessed the ade-
quacy evaluation. We intend to test and verify this 
conclusion in future studies. 

We further appraised the experimental results 
by comparing them for our method and human 
evaluation. We consequently found that while flu-
ency evaluation decreased in human evaluation, 
automatic-evaluation methods (including ours) did 
not exhibit such drops. All the automatic-
evaluation methods exhibited similar correlations 
between adequacy and fluency evaluations. Hence, 
unlike human evaluation, automatic evaluation 
seems stable for evaluating fluency. This consti-
tutes one advantage of automatic evaluation. 

Using word-alignment distribution as classifica-
tion features, we can construct three types of clas-
sifiers: (i) a classifier based on aligned pairs (AL), 
(ii) a classifier based on non-aligned words (n-AL), 
and (iii) a classifier based on both aligned pairs 
and non-aligned words (AL & n-AL). We com-
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pared the evaluation accuracy with these classifiers 
by comparing it with human evaluation. As listed 
in Table 6, the classifier using both aligned and 
non-aligned words achieved the highest correlation. 
Hence, this led us to employ both aligned and non-
aligned distribution as classification features. 

 
Table 6. Correlation of Classifier-evaluation and 
Human-evaluation Results 
 Adequacy Fluency Entire
AL .28 .32 .33 
n-AL .28 .27 .28 
AL & n-AL .44 .43 .47 

 
In addition, our method could reveal problems 

with MT systems by enabling weights given to all 
features in training the SVM classifier to be as-
sessed. The weight of a feature indicates its MT-
likeness or HT-likeness with our method. The 
MT/HT-like properties are proportional to the ab-
solute value of the weight. 

Through investigating the weights of features, 
we found that well-known translation problems in 
MTs could be detected. As Yoshimi (2001) noted, 
the translation of English pronouns into non-
pronominal Japanese expressions is an MT prob-
lem that needs to be resolved. This arises from the 
linguistic difference between English and Japanese. 
English is a language that frequently uses pronouns, 
whereas Japanese uses fewer pronouns. In investi-
gating the weights, we found aligned English pro-
nouns for MT-likeness features and non-aligned 
English pronouns for HT-likeness features. 

 
Table 7. Weights for HT-like Features 
Rank HT-like Weight
1 nonalign_jpn(doo [the same]) 1.134 
2 nonalign_eng(just) 0.884 
3 nonalign_jpn(doo-si [the same 

person]) 
0.846  

4 nonalign_jpn(kono [this]) 0.805 
5 nonalign_jpn(akiraka [clear]) 0.727 
 
Table 8. Weights for MT-like Features 
Rank MT-like Weight
1 nonalign_jpn(paasento [percent]) -0.982 
2 align(and, sosite [and]) -0.915 
3 Align(delay, okure [delay]) -0.874 
4 align(and, oyobi [and]) -0.796 
5 nonalign_jpn(u [?]) -0.780 

Tables 7 and 8 list the five most HT-like fea-
tures and MT-like features, respectively. As we 
can see from Table 7, HTs involve “non-
align_jpn(doo [the same])” and “non-
align_jpn(doo-si [the same person])”. These 
expressions remained non-aligned due to the appli-
cation of a translation technique to HTs. Here, the 
meaning of an English pronoun seems to be con-
veyed with a non-pronominal suffix, “doo- [the 
same]”. Based on how the features are weighted, 
we can see that this translation technique can be 
applied to HTs but not to MTs. This is illustrated 
by example (3). Here, the English pronoun “he” is 
translated into the Japanese pronoun “kare [he]” in 
MT (3b). In HT (3c), the English pronoun “he” is 
translated into “doo-si [the same person]”, which 
conveys an anaphoric meaning more naturally than 
a pronoun in this context. 

 
(3) 
a. He said the policy would 

increase textile exports 
both in terms of value and 
quantity. 

b. kare-wa itt-ta. Sono-hooosin-wa 
he-TOP say-PST   this policy-TOP 
kati-no-aru-kikan-ni   sosite mata  
value-GEN-exist-span-DAT and also 

 ryoo-de      senni-no  yusyutu-wo 
 quantitiy-DAT textile-GEN exports-ACC 
 zooka-suru-de-aroo-to 
 increase-will-COMP 
c. doo-si-wa          sin-booeki- 
 the-same-person-TOP new-export- 

seisaku-ga doonyuu-sareru-to 
 policy-NOM  introduce-PASS-COMP 
 senni-yusyutu-wa   kakaku-to- 
 textile-exports-TOP value-and- 

ryoo-no       ryoomen-de 
 quantities-GEN both-side-DAT 
 zooka-suru-to katat-ta 
 increase-COMP  tell-PST 
(TOP: Topic marker, PST: Past 
tense marker, GEN: Genitive 
case marker, DAT: Dative case 
marker, ACC: Accusative case 
marker, COMP: Complementizer, 
NOM: Nominative case marker, 
PASS: Passive marker) 

Figure 3. Translation Example (3) 
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In addition to translating pronouns, we found 
that MTs and HTs differed in translating coordinat-
ing conjunctions. The English conjunction “and” 
can conjoin any categorial phrases such as noun 
phrases, verb phrases, and sentences. Japanese has 
both a categorially restricted free conjunction, i.e., 
“sosite [and]” and a restricted conjunction, i.e., “-
to [and]”. The latter conjunction can only conjoin 
nominals. Thus, conjunctions constitute another 
linguistic discrepancy between Japanese and Eng-
lish. As Fujita (2000) suggests, the translation of 
the English conjunction “and” into Japanese con-
junctive expressions is a translation problem that 
needs to be resolved. HTs seem to apply another 
translation rule to conjunctions. While HTs have 
no alignment features concerning conjunctions, 
MTs involve aligned pairs for conjunctive expres-
sions, i.e., “align(and, sosiste [and])” and 
“align(and, oyobi [and])”, as listed in Table 8. This 
difference in translating conjunctions is also illus-
trated in example (3). In MT (3b), the English con-
junction “and” is translated into “sosite [and]”, 
while a conjunction is translated into the conjunc-
tion suffix “-to” in HT (3c). Noun phrases are more 
naturally conjoined with the conjunction “-to 
[and]” than the other conjunction “sosite [and]”. 

4 Conclusion 

We proposed an automatic method of evaluating 
MTs, which does not employ reference translations 
for evaluation of new sentences. Our evaluation 
metric classifies the results of MTs into either 
“good” translations (HTs) or “bad” translations 
(MTs). The classifier was constructed based on the 
word-alignment relations between source sentences 
and HTs/MTs, assuming that the alignment distri-
bution reflected MT-likeness and HT-likeness. The 
classification accuracy in our experiment was 
98.7%. We found that this classification-based 
method of evaluation exhibited a weak correlation 
with human-evaluation results and that it was more 
highly correlated with human evaluations than 
NIST (Doddington 2002) or METOR (Banerjee 
2005) metrics. Our examination of how features 
were weighted revealed problems that studies on 
MTs should contend with, e.g., translation ana-
phoric expressions and conjunctive expressions. 
Our method, which employs parallel corpora, is 
relatively inexpensive but is an effective automatic 
evaluation metric. 

This paper leaves several problems unsolved. 
First, we must examine to what extent the align-
ment features account for the difference between 
MTs and HTs. Second, we plan to investigate and 
test the validity of the new method in more detail 
by comparing our evaluation results with the more 
extended results attained by human evaluators. 
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Abstract 

This paper aims at providing a 
methodology for analyzing the reliability 
of human evaluation in MT. In the scope 
of the second TC-STAR evaluation 
campaign, during which a human 
evaluation on English-to-Spanish was 
carried out, we first demonstrate the 
reliability of the evaluation. Then, we 
define several methods to detect judges 
who could bias the evaluation with 
judgments which are too strict, too 
permissive or simply incoherent. 

1 Introduction 

For a quarter of a century, many evaluation 
campaigns involving human evaluation in Machine 
Translation (MT) have been carried out and surely 
even more evaluations have taken place outside 
such campaigns. DARPA, and then NIST MT 
campaigns1, among others, were certainly the most 
influential in human evaluation. However, recent 
evaluation campaigns such as IWSLT (Fordyce, 
2007), TC-STAR (Mostefa et al., 2006), CESTA 
(Hamon et al., 2007) or WMT (Callison-Burch et 
al., 2007) have also highlighted the importance of 
human evaluation in MT. The results are checked 
carefully so as to assess system quality, especially 
due to the weakness of the automatic or semi-
automatic metrics. However, what is not always 
highlighted are the inconsistencies of the human 
evaluation process, given that this remains the 

                                                           
1 http://www.nist.gov/speech/tests/mt/ 

result of subjective judgments. It is particularly 
important to observe in detail how human judges 
react according to what they evaluate. Some 
measures have been defined to estimate a judge’s 
consistency (Blanchon et al., 2004) or the number 
of judgments which are needed to have a relevant 
evaluation campaign (Koehn, 2007). It is well-
known that inter-judge agreement is generally far 
from perfect (Ye and Abney, 2006), and even 
professional human translators disagree through 
different cases of translation. If this was not the 
case, one unique reference translation would be 
sufficient. However, how do judges evaluate a 
segment, depending on whether it is low or high 
quality? What are the difficulties met by judges 
which cause such lack of consistency among them? 

Most of the previous evaluation campaigns 
have been carried out with English as a target 
language. However, some others have used 
languages with a richer morphology, such as 
Spanish or French. The answers we try to get in 
this experiment could help to improve the human 
evaluation set up, in particular when using 
morphologically richer languages like Spanish.  

After describing the framework of our 
experiments we try to determine a methodology to 
find judges consistency and, if need be, to delete 
judges who would have done random evaluation. 
Finally, we draw some conclusions on our 
experiments. 

2 Framework and General Results 

The experiment presented here is done using the 
material from the TC-STAR second evaluation 
campaign (Mostefa et al., 2006). During this 
campaign, a human evaluation was carried out on 

19



English-to-Spanish direction, with data coming 
from European Parliament Plenary Sessions. The 
vocabulary used in these data belongs to the 
political and diplomatic domains. 

The experiment involves three kinds of input: 
automatic transcriptions from Automatic Speech 
Recognition (ASR) systems, manual transcriptions 
(Verbatim) and Final Text Edition (FTE) data 
provided by the European Parliament. Each input 
has its own attributes and difficulties: the ASR 
input contains sentences with errors deriving from 
ASR systems; the sentences in the Verbatim input 
include spontaneous speech phenomena such as 
hesitations, corrections or false-starts; the FTE 
input sentences have been rewritten and do not 
include spontaneous speech phenomena. 

Although we distinguish systems for ASR, 
Verbatim and FTE in the following results, we do 
not separate them, and thus we obtain a large range 
of scores, from the presumed lower quality ones 
(ASR) to the presumed better ones (FTE). 26 
systems were evaluated within this human 
evaluation as a whole, which can be split up into 6 
ASR systems, 9 Verbatim systems and 11 FTE 
systems. A subset of around 400 segments for each 
system output was used for the evaluation. Since 
each segment was evaluated twice, an overall of 
20,360 segments were evaluated by 125 judges, 
corresponding to around 163 segments per judge. 
Judges were native Spanish speakers and did the 
evaluation through an interface available on 
Internet. 

Each segment was evaluated in relation to both 
adequacy and fluency measures (White et al., 
1994). For fluency, the quality of the language is 
evaluated and the judges had to answers to the 
question “Is the text written in good Spanish?”. A 
five-point scale was provided ranging from 
“Spotless Spanish” to “Non understandable 
Spanish”. For adequacy, automatic translations 
and corresponding reference segments were 
compared and the judges had to answer to the 
following question: “How much of the meaning 
expressed in the reference translation is also 
expressed in the target translation?”. A five-point 
scale was also provided to the judges ranging from 
“All the meaning” to “Nothing in common”. For 
both fluency and adequacy only extreme points 
were proposed on the scale, the rest of the points 
were unconstrained and then dependent on the 
judges’ opinion. 

The judges evaluated all their segments firstly 
according to fluency, and then according to 
adequacy. Thus, the fluency measure is applied 
independently and judges are not influenced by the 
reference translation. Both evaluations per segment 
are done by two different judges and no judge 
evaluates the same segment coming from two 
different systems. Finally, the segments are 
presented randomly. 

The general results are shown in Figure 1. 
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Figure 1: General results for fluency and adequacy. 

 
 Both Verbatim and FTE outputs located in the 

top right-hand side corner are coming from the 
human reference translations (“Human-Verbatim” 
and “Human-FTE”, respectively) and are clearly 
higher than the automatic translations (“ASR”, 
“Verbatim”, “FTE”). Scores are better for FTE 
systems, then for Verbatim ones and, finally, ASR 
systems get the lowest results. This allows us to 
use a large set of sentence qualities and observe 
how judges evaluate accordingly. 

3 Methodology and the Problem of the 
Human Evaluation 

A main step when using human evaluation in MT 
is to define a protocol and a methodology to 
perform the test. Once the evaluation has been 
finalized by the judges, looking at the results is not 
sufficient. It is also important to know how reliable 
these judges are. Several methods can be used to 
determine the reliability of the evaluation, not 
giving the same information, but giving an 
indication about the performance of judges. 
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However, judgments are at any rate subjective. 
In this experiment, judges are not experts but end 
users and they react differently according to their 
condition, culture or knowledge. One of our goals 
is to determine how their judgments can be 
subjective. Then, we would like to define the kinds 
of segments that can pose a problem when 
reliability is low. 

Then, the question we ask is: Are the 
Judgments “Correct”? 

There are several ways to compute the 
agreement between judges. We present two of 
them here, a variation of the inter-judge agreement 
and the Kappa coefficient (Miller and Vanni, 
2005). To go further, we try to detect whether 
some judges have particularly unfair results. This 
does not necessarily mean that judges are wrong, 
but that some of them could be too strict in 
comparison with the other judges. 

3.1 Inter-judge agreement 

Instead of computing a strict inter-judge agreement 
based on a binary agreement (two evaluators agree 
or disagree on a single segment), we have decided 
to measure an n-agreement, for which n is the 
upper difference between two scores of a same 
segment. For N segments, this is defined as 
follows: 
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n-agreement is described as the ratio of the number 
of segments for which the difference between the 

first evaluation of segment S, a
iS , and its second 

evaluation, b
iS , is lower or equal to n. 

The results for the fluency and adequacy 
evaluations inter-judge agreement are presented in 
Table 1. 

 
n-agreement 

Evaluation Input 
0 1 2 3 4 

FTE .34 .70 .88 .97 1 

Verb. .34 .69 .87 .96 1 

ASR .29 .63 .85 .95 1 
Fluency 

Cumul. .33 .69 .87 .96 1 

FTE .35 .68 .88 .97 1 

Verb. .33 .67 .87 .96 1 

ASR .30 .66 .84 .95 1 
Adequacy 

Cumul. .33 .66 .87 .96 1 
Table 1: Inter-judge n-agreement for the different 

types of data input. 
 

Inter-judge agreement is quite similar whatever 
the data input or criteria of evaluation. Judges give 
exactly the same score for a third of the evaluated 
segments. This is quite low and demonstrates the 
relative subjectivity of the evaluation. However, 
around 70% of the evaluations do not differ in 
more than 1 point. Therefore, it seems more 
reasonable to use a 3 point scale instead of a 5 
point scale. 

We have observed that ASR input seems 
slightly harder to judge than Verbatim input, which 
is also slightly harder to judge than FTE input. 

3.2 Calculation of the Kappa Coefficient 

In addition to the inter-judge agreement we 
measure the global Kappa coefficient (Landis and 
Koch, 1977a), which allows to measure the 
agreement between n judges with k criteria of 
judgment. The measure goes further, taking into 
account the chance factor that judges give identical 
judgment on a same segment. For N segments, it is 
defined as: 
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The amount of judges who evaluate the ith 

segment in the jth is represented by nij. 

In other words, oP is the proportion of observed 

agreement and eP is the proportion of random 
agreement (also called chance agreement). 

The values we obtain are shown in Table 2. 
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Evaluation oP  eP  К 

Fluency .331 .209 .155 
Adequacy .326 .222 .135 
Table 2: Global Kappa coefficient values for 

fluency and adequacy. 
 
According to (Landis and Koch, 1977a), К 

values for both fluency and adequacy mean that 
judges agree slightly. But (Feinstein and Cicchetti, 
1990) presented the limit of Kappa for low values 
even when agreement was high. This allows us to 
draw here some weakness of the Kappa coefficient 
at a practical level. It is representative of the exact 
comparison of the judgments, without taking into 
account the closeness of the judgments. One of its 
limitations is precisely that two judges who have 
close results would be penalized, as opposed to 
two judges with distinct results. This kind of case 
is particularly common in MT evaluation. 
Moreover, systematic errors between judges cause 

better coefficients sinceeP would be lower. 
One of the reasons for this low К value can also 

be the number of judgments per segment, or the 
number of judges. But according to (Feinstein and 
Cicchetti, 1990), the minimal ratio is 6 evaluators 
for 30 segments, which seems impossible 
regarding our 10,380 segments for this experiment! 

Finally, computing the Kappa coefficient does 
not provide better information about the inter-
judge n-agreement, which informs more precisely 
about the reliability of the evaluation regarding 
different aspects of precision. 

3.3 Methods for Detecting Outliers 

When an evaluation is done, it is not easy to know 
whether judges do their evaluations seriously or 
not. This is particularly so if the judgments are not 
done by experts and with a large number of people. 
Judges can be more or less familiar with the tool 
they used to evaluate, some of them may be tired, 
or even not feeling well, etc. We should bear in 
mind that an overall evaluation can take around 2 
or 3 hours, with or without pauses, which could 
cause a drop in the judge’s attention. 

To reduce the unavoidable subjectivity of the 
judgments, we try to locate outliers whose 
judgments are badly evaluated, if there are any. If 
these judges were detected, it may be useful to 
delete them from the evaluation set in order to 
homogenize the results and have a fair evaluation 

of systems. Three methods have been defined in 
order to detect those outliers. 

Mean score by Judge. Each judge evaluates a 
subset of around 163 segments. This subset has 
been built randomly and should be representative 
of the whole set of segments (10,180 segments). 
Since each segment has been evaluated twice, we 
can compute the mean score of the judge on his 
subset and compare it with the score of the same 
subset obtained with other judges. 

 Figure 2 and Figure 3 show the mean score for 
fluency and for adequacy, respectively. Judges are 
ranked increasingly, so as to have judges’ scores 
sorted from the lowest to the highest. 
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Figure 2: Mean score by judge for fluency and 
mean score for corresponding judgments from 

other judges. 
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Figure 3: Mean score by judge for adequacy and 
mean score for corresponding judgments from 

other judges. 
 
The variation of mean score by judge is similar 

for both fluency and adequacy. As expected, the 
score of each subset (plain  peaky curve, Figures 2 
and 3) is close to the general score of the whole set 
of segments (plain straight line). So each judge's 
subset is a representative sample of the whole data. 
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What is more surprising is the curve of the mean 
score by judge (dashed curved lines, Figures 2 and 
3). We can see that some judges gave very low or 
very high scores compared to the other judgments 
on the same subset of segments. 

We suspect that these evaluators misunderstood 
the 5-point scale or did not pay enough attention to 
the evaluation, or are either too strict or not strict 
enough. Judges above and behind the standard 
deviation are deviant and could probably be turned 
down to homogenize the judgment or be asked to 
redo their evaluation and thus obtain a more 
objective evaluation. 

This method allows us to compare the score of 
each judge with the score of his subset of 
segments. But of course, for a given judge, we can 
have a mean score that is very close to the mean 
score of his subset with big differences for each 
segment. This is why we investigated the mean 
agreement by judge. 

Mean agreement by judge. For each judge, a 
distance score is computed between his own 
judgment on a segment and the corresponding 
judgments from the other judges on the same 
segment. In other words, a mean agreement is 
measured for each judge comparing his own 
judgments to those of the other judges who 
assessed the same segments. 

Figure 4 and Figure 5 present the mean 
agreement for fluency and for adequacy, 
respectively. Once again, judges’s scores are 
ranked in an increasing manner. 
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Figure 4: Mean agreement for fluency. 
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Figure 5: Mean agreement for adequacy. 
 
As for the Mean Score, fluency and adequacy 

curves follow the same trend, although the 
adequacy one increases faster when agreement is 
higher. For certain judges, mean agreement is 
above 1.5, which is quite high since the largest 
mean agreement possible is 4. This means that 
these judges disagree with other judges in 1.5 in 
mean. It does not necessarily mean that these 
judges have not done their judgments correctly 
(what is even more, they are close to the other 
judges), but simply that some judges are stricter 
than others. 

Easy sentences. Some sentences are easier to 
translate than others, because of their length, their 
simpler lexical or syntactic content, etc. We 
decided to make a selection of those “easy 
sentences” in order to observe the judgments done. 
In theory, those sentences should not represent any 
problem for automatic systems: these systems 
should not make any mistakes, and then judgments 
should be “perfect”. Thus, a lower judgment draws 
our attention to the judge who has done it if the 
automatic system actually managed to translate the 
sentence correctly. Easy sentences can be 
described as containing few words, or easy words 
to translate like “gracias”. They can also be 
sentences which occur frequently in the data (even 
in the development data to train the systems). 
Figure 6 illustrates some of those sentences. 

 

 
Figure 6: Examples of "easy sentences". 

 

¿ podría hacer más la Comisión ? 
gracias , Presidente . 
la respuesta es compleja . 
gracias . 
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A total of 80 segments have been manually 
identified, which should allow us to identify 
evaluators for whom evaluations are incoherent.  

The study of the translated sentences and their 
judgments shows some segments that are not 
correctly assessed, which does not mean that the 
general results of the judge who assessed them are 
not correct either. Such segments are localized and 
reasons for such erroneous assessment could be 
fatigue, lack of attention, or others things which 
are more linked to the activity than to the judge’s 
competence itself. 

For detecting incorrect segments, a study 
should be done at a segment level. But currently it 
is hard to provide such a study since there are only 
two evaluations per segment and, more 
particularly, because of the tedious and time-
consuming work to be done. Moreover, the 
proportion of such segments seems to be very low 
and in any case, these segments are drowned in the 
whole volume of segments. 

However, even if our analysis is quite 
subjective, some judges seem to evaluate 
incorrectly a significant amount of easy sentences.  

3.4 Removing Outliers 

The standard deviation allows to observe the 
statistical dispersion of judges away from the 
mean. Thus, we can remove judges who are above 
the positive standard deviation (for mean score and 
mean agreement) and under the negative standard 
deviation (only for mean score). Then, Table 3 can 
be drawn to compare the judges deleted for each 
method. 

 
 Mean 

Score 
Mean 

Agreement 
Easy 

Sentences 
Fluency 45 23 9 
Adequacy 45 18 10 
Fluency + 
Adequacy 

30 10 4 

Table 3: Number of judges deleted with the three 
methods. 

 
Moreover, for fluency, 20 judges are common 

to both Mean Score and Mean Agreement, while 
for adequacy there are only 15. Most of them are 
included in the upper part of the Mean Score (17 
for fluency, 5 for adequacy), the others in the 
lower part (3 for fluency, 10 for adequacy). It 

seems that outliers are too permissive for fluency, 
but on the contrary they are too strict for adequacy. 
Indeed, for fluency, judges have only the translated 
segment to evaluate, they have nothing to compare 
with and then are more flexible regarding the 
different possibilities of judgments. However, 
when comparing to the reference segment for 
adequacy, judges are then able to try to match 
exactly both segments. Another possible reason for 
being more permissive regarding fluency could be 
that an MT user’s expectations are always higher 
with regard to content transmission than with 
regard to syntactic perfection, or rather, that a 
system’s user will mind less having a syntactically 
imperfect output than a semantically inaccurate 
one.  

Should we decide to delete those judges, that 
means that more than a third of the judgments 
would be deleted for Mean Score, that the number 
of judgments for Mean Agreement would be 
divided by 6, and finally divided by 13 for Easy 
Sentences. 

This experiment may not mean that we delete 
“bad judges”, but rather that we only delete judges 
who diverge from the set of judges. Thus we 
homogenize the evaluation. 

After deleting judges and their judgments, we 
have computed again the scores of the human 
evaluation. Table 4 shows the Pearson correlations 
between the scores of the official evaluation 
presented above, and the scores after deleting 
judges, for the three methods of identification. 

 
 Mean 

Score 
Mean 

Agreement 
Easy 

Sentences 
Fluency .98 .99 .98 
Adequacy .99 1.00 .99 
Table 4: Pearson correlations between official 

scores and scores after deleting judges. 
 
Spearman’s rank correlation is up to .99 for all 

the methods and criteria. 
The results are not really surprising for the 

Mean score: judges who have higher and lower 
mean scores have been deleted and they about 
complement each other. 

However, this is more surprising for the Mean 
agreement. Deleted judgments are in strong 
disagreement with the judgments from other 
judges, so scores should be from the boundaries 
and they bias strongly the results. In fact, 
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comparing “good judges” with outliers, scores are 
not identical but very close: For fluency, mean 
scores are 3.47 against 3.24 and 3.26 against 3.91 
for adequacy mean scores, respectively. Values for 
deleted judges are still low regarding other judges, 
and they are still representative for the whole 
evaluation set. 

Regarding Easy Sentences, the amount of 
judges removed is probably not sufficient to affect 
the scores, all the more so, as according to the 
previous comments, there are no real divergent 
judgments. 

Although general results are higher, or lower, 
the trend of results is identical, like the systems 
ranking, as shown in Figure 7. 

 

2

2.5

3

3.5

4

4.5

Systems

Official - Fluency Official - Adequacy Mean score Fluency

Mean score Adequacy Mean agreement Fluency Mean agreement Adequacy

Easy sentences Fluency Easy sentences Adequacy

 
Figure 7: System scoring for Official results and 

the methods of judges deletion. 
 
Another interesting point would be to know 

whether low agreement means wrong scores. In the 
same way as above, we have computed the Pearson 
correlation between official results and scores from 
the deleted judges only. Pearson correlation for 
fluency is .84, and for adequacy .96. This does not 
make a strong difference between the results for 
adequacy. However, this difference is more 
important for fluency. As mentioned earlier, that 
reflects bigger differences between judges for 
fluency (but not particularly higher difficulties for 
evaluating it), because of the absence of 
comparison to a reference. Since judges are 
typically free in their evaluation (i.e. there is no 
detailed guideline), they are more heterogeneous 
than for the adequacy evaluation, during which 
they refer to a single reference (and, which, in a 
certain way, serves the purpose of a guideline). 

However, keeping all the judges does not really 
affect the systems ranking either for fluency or for 

adequacy, although, in general, scores are slightly 
lower. 

4 Conclusion and Further Work 

Our experiment is based on three general points in 
order to diagnose the performance of human 
judges in machine translation in two ways: a 
statistical observation of the judgment, and a 
linguistic study of the evaluated sentences. 

First, we observed the agreement between 
judges to estimate the reliability of the evaluation. 
We drew the conclusion with the inter-judge n-
agreement that this experiment contains an 
extremely detailed scale of judgments (5 points), 
which seems to confuse the evaluators, and we 
propose to limit the criteria to three. It would be 
interesting to make the same observations taking 
into account three criteria, for instance by merging 
criteria “1” and “2” , and “4” and “5”, and then 
studying the difference. Using the Kappa 
coefficient has proved its limitations in a practical 
case, since it does not take into account the 
variation of the agreement. 

Then we tried to define a protocol and methods 
for detecting outliers, i.e., judges who are too 
subjective regarding other judges. In that 
experiment, deleting this kind of judges did not 
clearly change scores and ranking. Moreover, the 
number of judgments done does not allow to 
change the score so easily when deleting several 
judges. 

Our future work will consist in applying this 
method to the third evaluation campaign of the TC-
STAR project (under the same conditions but 
different judges), and to French corpora from the 
CESTA evaluation campaigns. This should allow 
us to observe the consistency of judges and 
perform intra-judge agreement too. 

We also would like to do the same kind of 
study, but this time according to segments, systems 
and data criteria. Although it is important to 
measure the reliability of human evaluation, we 
also need to find how to improve the methodology 
and, most of all, to understand why judges evaluate 
sentences in such a way. This is directly linked to a 
currently-ongoing linguistic study of the evaluated 
segments and how these reflect the judges’ criteria 
and skills. 
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Abstract

 We present the first steps in the defini-
tion  of  a  mixing  approach  to  MT  for 
Basque  based  on  combining  single  en-
gines  that  follow to  three  different  MT 
paradigms. After describing each engine 
we  present  the  hierarchical  strategy  we 
use in order to select the best output, and 
a first evaluation. 

1 Introduction and Basque Language

Basque is  a highly inflected language with free 
order of sentence constituents. 

It  is  an  agglutinative  language,  with  a  rich 
flexional morphology. In fact for nouns, for ex-
ample, at least 360 word forms are possible for 
each lemma. Each of the declension cases such as 
absolutive, dative, associative… has four differ-
ent suffixes to be added to the last word of the 
noun phrase.  These  four  suffix  variants  corres-
pond to indefinite, definite singular, definite plur-
al and “close” definite plural. Basque syntax and 
word order is very different compared with other 
languages as Spanish, French or English. 

Machine translation is both, a real need, and a 
test bed for our strategy to develop NLP tools for 
Basque.  We  have  developed  corpus  based  and 
rule based MT systems, but they are limited.

On the one hand, corpus based MT systems 
base  their  knowledge  on  aligned  bilingual  cor-
pora,  and  the  accuracy   their  output  depends 
heavily on the quality and the size of these cor-
pora. When the pair of languages used in transla-
tion have very different structure and word order, 

obviously, the corpus needed should be bigger. 
Being  Basque  a  lesser  resourced  language, 

nowadays large and reliable bilingual corpora are 
unavailable for Basque. Domain specific transla-
tion  memories  for  Basque  are  not  bigger  than 
two-three  millions  words,  so  they  are  still  far 
away  from the  size  of  the  present  corpora  for 
languages; e.g.,  Europarl corpus (Koehn, 2005), 
that  is  becoming  a  quite  standard  corpus  re-
source, has 30 million words. So, the results ob-
tained in corpus based MT to Basque are prom-
ising, but they are still not ready for public use. 

On  the  other  hand,  the  Spanish->Basque 
RBMT system Matxin's performance, after new 
improvements in 2007 (Labaka et  al.,  2007),  is 
becoming useful for assimilation, but it is still not 
suitable enough to allow unrestricted use for text 
dissemination.

Therefore it is clear that we should combine 
our  basic  hes  for  MT  (rule-based  and  corpus-
based) in order to build a hybrid system with bet-
ter performance. As the first  steps on that way, 
we are experimenting with two simple mixing al-
ternative  approaches  used  up  to  now  for  lan-
guages with huge corpus resources:

• Selecting the best output in a multi engine 
system (MEMT, Multi-engine MT), in our 
case  combining RBMT, EBMT and SMT 
approaches.

• Statistical post-editing(SPE) after RBMT.
This paper deals with the first approach. Our 

design has been carried out bearing in mind the 
following concepts: 

• Combination of MT paradigms. 

• Reusability of previous resources, such as 
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translation  memories,  lexical  resources, 
morphology of Basque and others.

• Standardization and collaboration: using a 
more general  framework in collaboration 
with other groups working in NLP.

• Open-source: this means that anyone hav-
ing the  necessary computational  and lin-
guistic skills will be able to adapt or en-
hance it to produce a new MT system, 

Due to the real necessity for translation in our 
environment  the  involved  languages  would  be 
Basque, Spanish, French and English.

The first strategy we are testing when we want 
to build a MT engine for a domain, is translating 
each sentence using each of our three single en-
gines (rule-based, example-based and statistical) 
and  then  choosing  the  best  translation  among 
them (see section 4).

 In section 2 we present the corpus that we will 
use in our experiments, while in section 3 we ex-
plain the single engines built up for Basque MT 
following  the  three  traditional  paradigms:  rule-
based, example-based and statistical. In section 4, 
we  report  on our  experiment  to  combine those 
three  single  engines.  We finish this  paper  with 
some conclusions.

2 The corpus

Our aim was to improve the precision of the MT 
system trying to translate texts  from a domain. 
We were interested in a kind of domain where a 
formal  and  quite  controlled language  would be 
used  and  where  any  public  organization  or 
private company would be interested in.

Finally the domain related to labor agreements 
was selected. The Basque Institute of Public Ad-
ministration (IVAP1) collaborated with us in this 
selection,  by examining some possible domains, 
parallel  corpora  available  and  their  translation 
needs. The  Labor Agreements Corpus is a bilin-
gual  parallel  corpus (Basque and Spanish) with 
585,785 words for Basque and 839,003 for Span-
ish. We automatically aligned it at sentence level 
and then manual revision was performed. 

As said before, our goal is to combine different 
MT approaches:  Rule-Based (RBMT), Example 
Based (EBMT) and Statistical (SMT). Once we 
had  the  corpus,  we  split  it  in  three  for  SMT 
(training,  development  and  test  corpus)  and  in 

1 http://www.ivap.euskadi.net

two for EBMT (development and test corpus). 
To build the test corpus the full text of several 

labor  agreements  was  randomly  chosen.  We 
chose full texts because we wanted to ensure that 
several significant but short elements as the head-
er  or  the  footer  of  those  agreements  would  be 
represented, and because it is important to meas-
ure  the  coverage  and  precision  we  get  when 
translating the whole text in one agreement docu-
ment and not only some sentences of parts of it. 
System developers are not allowed to see the test 
corpus. 

In SMT we use the training corpus to learn the 
models (translation and language model); the de-
velopment corpus to tune the parameters; and the 
test corpus to evaluate the system.

In RBMT and EBMT there are not parameters 
to optimize, and so,  we consider only two cor-
pora: one for the development (joining the train-
ing and development ones) and one for the test.

The size of  each subset is  shown in Table 1 
(eu= Basque, es = Spanish).

Doc
u-

Sentences Words
Training es 81 51,740 839.393

eu 81 585,361
Development es 5 2,366 41,508

eu 5 28,189
Test es 5 1,945 39,350

eu 5 27,214
Table 1. Labor Agreements Corpus

3 Single MT engines for Basque

In this section we present three single en-
gines for Spanish-Basque translation follow-
ing  the  three  traditional  paradigms:  rule-
based,  example-based  and  statistical.  The 
first one has been adapted to the domain cor-
pus,  and  the  other  two  engines  have  been 
trained with it.

3.1 The rule-based approach

In this subsection we present the main architec-
ture of an open source MT engine, named Matxin 
(Alegria et al., 2007), the first implementation of 
which translates from Spanish into Basque using 
the traditional transfer model and based on shal-
low  and  dependency  parsing.  Later  on,  in  a 
second step, we have specialized it to the domain.
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The design and the programs of Matxin system 
are  independent  from the pair  of  languages,  so 
the  software  can  be  used  for  other  projects  in 
MT. Depending on the languages included in the 
adaptation,  it  will  be  necessary  to  add,  reorder 
and change some modules,  but  this  will  not  be 
difficult  because a unique XML format is  used 
for the communication among all the modules.

The project has been integrated in the  Open-
Trad2 initiative,  a  government-funded  project 
shared  among  different  universities  and  small 
companies, which include MT engines for trans-
lation among the main languages in Spain. The 
main objective of this initiative is the construc-
tion  of  an  open,  reusable  and  interoperable 
framework.

In the OpenTrad project, two different but co-
ordinated architectures have been carried out:

• A shallow-transfer  based  MT engine  for 
similar  languages  (Spanish,  Catalan  and 
Galician). 

• A deeper-transfer based MT engine for the 
Spanish-Basque and English-Basque pair. 
It  is  named  Matxin and  it  is  stored  in 
matxin.sourceforge.net. It  is an extension 
of previous work in IXA group. 

In the second engine, following the strategy of 
reusing  resources,  another  open  source  engine, 
FreeLing  (Carreras  et  al.,  2004), was  used  for 
analysis.

The  transfer  module  is  divided  into  three 
phases dealing at the level of the three main ob-
jects in the translation process: words or nodes, 
chunks or phrases, and sentences. 

• First, lexical transfer is carried out using a 
bilingual dictionary compiled into a finite-
state transducer. 

• Then, structural transfer at sentence level 
is applied, some information is transferred 
from  some  chunks  to  others,  and  some 
chunks may disappear. For example, in the 
Spanish-Basque transfer, person and num-
ber information of the object and the type 
of subordination are imported from other 
chunks to the chunk corresponding to the 
verb chain.

• Finally  the  structural  transfer  at  chunk 
level  is  carried out.  This  process  can be 

2 www.opentrad.org

quite  simple  (e.g.  noun  chains  between 
Spanish  and  Basque)  or  more  complex 
(e.g. verb chains between these same lan-
guages).

The XML file coming from the transfer mod-
ule is passed on the generation module.

• In  the  first  step,  syntactic  generation  is 
performed in order to decide the order of 
chunks  in  the  sentence  and  the  order  of 
words  in  the  chunks.  Several  grammars 
are used for this purpose. 

• Morphological generation is carried out in 
the last step. In the generation of Basque, 
the  main  inflection  is  added  to  the  last 
word in the phrase (in Basque, the declen-
sion case, the article and other features are 
added to the whole noun phrase at the end 
of the last word), but in verb chains other 
words  need morphological  generation.  A 
previous  morphological  analyzer/generat-
or  for  Basque  (Alegria  et  al.,  1996)  has 
been  adapted  and  transformed  to  the 
format used in Apertium.

BLEU Edit-distance 
TER

Corpus1 
(newspapers)

9.30 40.41

Corpus2
(web magazine)

6.31 43.60

 Table 2. Evaluation for the RBMT system

The results for the Spanish-Basque system us-
ing  FreeLing and  Matxin are  promising.  The 
quantitative evaluation uses the open source eval-
uation  tool  IQMT  and  figures  are  given  using 
Bleu and NIST measures (Giménez et al., 2005). 
An additional user based evaluation has been car-
ried  out  too,  using  Translation  Error  Rate 
(Snover,  2006).  The  results  using  two  corpora 
without very long sentences are shown in Table 2 
(Mayor, 2007).

We have to interpret the results having in mind 
that the development of this RBMT system was 
based on texts of newspapers.

Adaptation to the domain
The  adaptation  to  the  domain  has  been  out  in 
three main ways:
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• Terminology. Semiautomatic extraction of 
terminology using Elexbi, a bilingual ter-
minology  extractor  for  noun  phrases 
(Alegria  et  al.,  2006).  Additionally,  an 
automatic format conversion to the mono-
lingual  and  bilingual  lexicons  is  carried 
out  for  the  selected  terms.  More  than 
1,600 terms were  extracted from the de-
velopment  corpus,  manually  examined, 
and  near  to  807 were  selected  to  be  in-
cluded in the domain adapted lexicon.

• Lexical  selection.  Matxin  does  not  face 
the  lexical  selection  problem  for  lexical 
units (Matxin only does it for the preposi-
tion-suffix translation); just the first trans-
lation in the dictionary is always selected 
(the other possible lexical translations are 
stored  for  the  post-edition).  For  the  do-
main adaptation, a new order for the pos-
sible  translations  has  been  calculated  in 
the dictionary, based on the parallel  cor-
pus and using GIZA++.

• Resolution  of  format  and  typographical 
variants which are found frequently in the 
administrative domain.

After this improvements this engine is ready to 
process the sentences from this domain.

3.2 The example-based approach

In this subsection we explain how we automatic-
ally extract translation patterns from the bilingual 
parallel corpus and how we exploit it in a simple 
way. 

Translation patterns are generalizations of sen-
tences that are translations of each other in that 
various sequences of one or more words are re-
placed by variables (McTait, 1999). 

Starting from the aligned corpus we carry out 
two steps to automatically extract translation pat-
terns. 

First,  we detect  some concrete  units  (entities 
mainly) in the aligned sentences and then we re-
place  these  units  by  variables.  Due  to  the 
morphosyntactic  differences  between  Spanish 
and Basque, it was necessary to execute particu-
lar algorithms for each language in the detection 
process  of  the  units.  We  have  developed  al-
gorithms  to  determine  the  boundaries  of  dates, 
numbers, named entities, abbreviations and enu-

merations.  
After detecting the units, they must be aligned, 

to  relate  the  Spanish  and  Basque  units  of  the 
same type that have the same meaning. While in 
the case of numbers, abbreviations and enumera-
tions the alignment is almost trivial, in the case of 
named entities, the alignment algorithm is more 
complex. It is explained in more detail in (Mar-
tinez et al., 1998). Finally, to align the dates, we 
use their canonical form. 

Table 3 shows an example of how a translation 
pattern is extracted.

Once we have extracted automatically all  the 
possible translation patterns from the training set, 
we store  them in a hash table  and we can use 
them in the translation process. When we want to 
translate a source sentence, we just have to check 
if that sentence matches any translation pattern in 
the hash table. If the source sentence matches a 
sentence of the hash table that has not any vari-
able, the translation process will immediately re-
turn its translation. Otherwise, if the source sen-
tence does not exactly match any sentence in the 
hash table, the translation process will try to gen-
eralize that sentence and will check again in the 
hash if it finds a generalized template. To gener-
alize the source sentence, the translation process 
will apply the same detection algorithms used in 
the extraction process.

In  a  preliminary  experiment  using  a  training 
corpus of 54.106 sentence pairs we have extrac-
ted  automatically  7.599  translation  patterns  at 
sentence level. 

Aligned 
sentences

Aligned sentences 
with generalized units

Translation 
pattern

En Vitoria-
Gasteiz, a 22 
de Diciembre 
de 2003.

Vitoria-
Gasteiz, 
2003ko 
Abenduaren 
22.

En <rs type=loc> Vitoria-
Gasteiz </rs>
, a <date 
date=22/12/2003>  22 de 
Diciembre de 
2003</date> .

<rs type=loc> Vitoria-
Gasteiz </rs>
, <date date=22/12/2003> 
2003ko Abenduaren 
22</date>.

En <rs1>
, a <date1>.

<rs1>, 
<date1>.

Table 3. Pattern extraction process

These  translation  patterns  cover  35.450  sen-
tence pairs of the training corpus. We also think 
that an aligned pair of sentences can be a transla-
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tion pattern if it  does not  have any generalized 
unit but it appears at  least twice in the training 
set.

As this example based system has a very high 
precision but quite low coverage (see Table 6 and 
Table 7),  it  is  very interesting to combine with 
the other engines specially in this kind of domain 
where a formal and quite controlled language is 
used. 

3.3 The SMT approach

The corpus-based approach has been carried out 
in collaboration with the National Center for Lan-
guage Technology in Dublin.  

The  system exploits  SMT technology  to  ex-
tract a dataset of aligned chunks. We have con-
ducted Basque to English (Stroppa et al., 2006) 
and  Spanish  to  Basque  (Labaka  et  al.,  2007) 
translation  experiments,  based  on  a  quite  large 
corpus (270,000 sentence pairs  for  English and 
50,000  for Spanish). 

 Freely available tools are used to develop the 
SMT systems:

• GIZA++ toolkit (Och and H. Ney, 2003) 
is  used  for  training  the  word/morpheme 
alignment.

• SRILM toolkit (Stolcke, 2002) is used for 
building the language model.

• Moses  Decoder  (Koehn  et  al.,  2007)  is 
used for translating the sentences.

Due to the morphological richness of Basque, 
in  translation  from  Spanish  to  Basque  some 
Spanish words, like prepositions or articles, cor-
respond to Basque , and, in case of ellipsis, more 
than one of those suffixes  can be added to  the 
same word. In order to deal with this features a 
morpheme-based SMT system has been built.

Adapting the SMT system to work at  morph-
eme level consists on training the basic SMT on 
the segmented text. The system trained on these 
data will  generate a sequence of morphemes as 
output. In order to obtain the final Basque text, 
we  have  to  generate  words  from those  morph-
emes.  

To obtain the segmented text, Basque texts are 
previously analyzed using Eustagger (Aduriz and 
Díaz de Ilarraza, 2003). After this process, each 
word is replaced with the corresponding lemma 
followed by a list of morphological tags. The seg-
mentation is  based on the strategy proposed on 

(Agirre et al., 2006).
Both  systems  (the  conventional  SMT system 

and the morpheme based), were optimized decod-
ing  parameters  using  a  Minimum  Error  Rate 
Training. The metric used to carry out the optim-
ization is BLEU.

The evaluation results  in  a  quite  general  do-
main (for the same type of texts) are in Table 4.

BLEU NIST WER PER

SMT 9.51 3.73 83.94 66.09

morpheme-
based SMT

8.98 3.87 80.18 63.88

 Table 4. Evaluation for SMT systems

Details about the system and its evaluation can 
be consulted in (Díaz de Ilarraza et al., 2008).

4 Combining the approaches and evalu-
ation

van Zaanen and Somers (2005) and Matusov et 
al.  (2006)  review  a  set  of  references  about 
MEMT (Multi-engine MT) including the first at-
tempt  by  Frederking  and  Nirenburg  (1994), 
Macherey and Och (2007) 

All  those  papers  reach  the  same conclusion: 
combining the outputs results in a better transla-
tion.

Most  of  the approaches generate a new con-
sensus translation using different language mod-
els. They have to train the system on those lan-
guage  models.  Some of  the  approaches  require 
confidence scores for  each of the outputs.  This 
approach  is  being  used  in  several  works 
(Macheret&Och,  2007;  Sim  et  al.,  2007),  and 
some of them are used inside the GALE research 
program.

MEMT for Basque
Bearing  in  mind that  huge  parallel  corpora  for 
Basque are not available we decided to combine 
the different methods in a domain where transla-
tion memories were available. 

Because confidence scores are not still  avail-
able for the RBMT engine, we decided, for a first 
attempt,  to  combine  the  three  approaches  in  a 
very  simple  hierarchical  way:  processing  each 
sentence  by  the  three  engines  (RBMT,  EBMT 
and  SMT)  and  then  trying  to  choose  the  best 
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translation among them.
In a first step the text is divided into sentences, 

then each sentence is  processed using each en-
gine (parallel processing is possible). Finally one 
of the translations is selected.

In order to make this selection the facts we can 
deal with are the followings:

• Precision for the EBMT approach is very 
high, but its coverage low. 

• The SMT engine gives a confidence score.

• RBMT translations are more adequate for 
human postedition than those of the SMT 
engine,  but SMT gets better scores when 
BLEU and NIST are used with only one 
reference (Labaka et al., 2007). 

BLEU 
RBMT 

BLEU 
SMT

HTER 
RBMT

HTER 
SMT

EiTB corpus
(news)

9.30 9.02 40.41 71.87

Consumer 
(magazine)

6.31 8.03 43.60 57.97

 Table 5. Evaluation using Bleu and HTER for 
RBMT and SMT (Labaka et al., 2007)

We can see in Table 5 that  automatic evalu-
ation (BLEU) with one reference and user-driven 
evaluation (HTER) yield different results. 

Bearing this in mind, in this first attempt, we 
decided to apply a hierarchical strategy: 

• If the EBMT engine covers the sentence its 
translation is selected.

• Else  we  chose  the  translation  from  the 
SMT engine if its confidence score is high-
er than a given threshold.

• Otherwise the output from the RBMT en-
gine will be taken.

The results on the development corpus appear 
in Table 6.

The  best  results,  evaluated  using  automatic 
metrics  with  only  one  reference,  are  obtained 
combining EBMT and SMT. But bearing in mind 
our previous evaluation trials with human trans-
lators (Table 5), we think that a deeper evaluation 
is necessary.

Table 7 shows the results on the test corpora. 

Coverage BLEU NIST

RBMT 
(domain adapted)

100% 7.97 3.21

SMT 100% 14.37 4.43

EBMT+RBMT EBMT  42%
RBMT 58%

26.85 5.15

EBMT+SMT EBMT  42%
SMT    58%

30.44 5.93

EBMT+SMT+ 
RBMT

EBMT  42%
SMT    33%
RBMT 25%

29.41 5.68

 Table 6. Results for the MEMT system using the 
development corpus

Coverage BLEU NIST

RBMT 
(domain adapted)

100% 5.16 3.08

SMT 100% 12.71 4.69

EBMT+RBMT EBMT  58%
RBMT 42%

26.29 5.40

EBMT+SMT EBMT  58%
SMT    42%

29.11 6.25

EBMT+SMT+ 
RBMT

EBMT 58%
SMT    28%
RBMT 14%

28.50 6.02

 Table 7. Results for the MEMT system using the 
test corpus

5 Conclusions

We have presented a hierarchical strategy to se-
lect  the best  output  from three MT engines we 
have developed for Spanish-Basque translation. 

In  this  first  attempt,  we  decided  to  apply  a 
hierarchical strategy: First  application of EBMT 
(translation  patterns),  then SMT (if   its  confid-
ence score is higher than a given threshold), and 
then RBMT.

 The results of the initial automatic evaluation 
showed very significant  improvements.  For  ex-
ample,  129% relative  increase  for  BLEU when 
comparing. EBMT+SMT combination with SMT 
single  system.  Or  124%  relative  increase  for 
BLEU  when comparing.  EBMT+SMT+RBMT 
combination with SMT  single system.

Anyway the best results, evaluated using auto-
matic  metrics  with  only  one  reference,  are  ob-
tained combining just EBMT and SMT.  

The  consequence  of  the  inclusion  of  a  final 
RBMT engine (to translate just the sentences not 
covered by EBMT and with low confidence score 
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for SMT) has a small negative contribution of 2% 
relative decrease for BLEU. But based on previ-
ous evaluations we think that a deeper evaluation 
based on human judgements is necessary.

For the near future we plan to carry out new 
experiments  using  combination  of  the  outputs 
based on a language model. We are  also plan de-
fining  confidence  scores  for  the  RBMT engine 
(penalties when suspicious or very complex syn-
tactic structures are present in the analysis, penal-
ties for high proportion of ignored word senses, 
promoting translations that recognize multiword 
lexical units, …)
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Abstract

We present two experiments with Basque to 
verify  the  improvement  obtained  for  other 
languages  by  using  statistical  post  editing. 
The small size of available corpora and the 
use  a  morphological  component  in  both 
RBMT and SMT translations make different 
our  experiments  from  hose  presented  for 
similar  works.  Our  results  confirm  the 
improvements  when  using  a  restricted 
domain,  but  they  are  doubtful  for  more 
general domains. 

1 Introduction

Corpus based MT systems base their knowledge on 
aligned bilingual corpora, and the accuracy of their 
output depends heavily on the quality and the size 
of these corpora. When the two languages used in 
translation have very different structure and word 
order, the corpus needed to obtain similar results 
should be bigger.

Basque is a highly inflected language with free 
constituent  order.  Its  structure  and word order is 
different  compared  with  languages  as  Spanish, 
French or English. 

Being Basque a lesser used language, nowadays 
large  and  reliable  bilingual  corpora  are 
unavailable. At present, domain specific translation 
memories for Basque are not bigger than two-three 
millions words, so they are still far away from the 
size of  the corpora used for other languages;  for 
example,  Europarl  corpus  (Koehn,  2005),  that  is 
becoming a quite standard corpus resource, has 30 
million  words.  So,  although  domain  restricted 
corpus  based  MT  for  Basque  shows   promising 

results, it is still not ready for general use.
Moreover,  the  Spanish>Basque  RBMT system 

Matxin's performance, after new improvements in 
2007 (Alegria et al., 2007), is becoming useful for 
content  assimilation,  but  it  is  still  not  suitable 
enough  to  allow  unrestricted  use  for  text 
dissemination.

Therefore, it is clear that we should experiment 
combining  our  basic  approaches  for  MT  (rule-
based  and  corpus-based)  to  get  a  better 
performance. As the first steps on that way, we are 
experimenting  with  two  simple  alternative 
approaches  to  combining  RBMT,  SMT  and 
EBMT:

• Selecting the best output in a multi engine 
system combining RBMT, EBMT and SMT 
approaches. (Alegría, et al., 2008)

• Statistical  post-editing  (SPE)  on  RBMT 
systems.

This  paper  deals  with  the  second  approach, 
where  significant  improvements  have  been 
recently  published  (Dugast  et  al.,  2007;  Ehara, 
2007; Elming, 2006;  Isabelle et al., 2007;  Simard 
et al., 2007a and 2007b).

We don't have large corpus on post editing for 
Basque  as  proposed  in  (Isabelle  et  al.,  2007), 
because  our  RBMT  system  has  recently  been 
created. However, we could manage to get parallel 
corpus  on  some  domains  with  a  few  million  of 
words, 

We  will  show  that  the  issue  of  domain 
adaptation of the MT systems for Basque can be 
performed via the serial  combination of a vanilla 
RBMT  system  and  a  domain  specific  statistical 
post-editing system even when the training corpus 
is  not  very  big  (half  a  million  words). 
Unfortunately,  we  could  not  show  that  RBMT
+SPE combination improves the result  of RBMT 
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systems when the corpus used is not related to a 
restricted domain.

The rest of this paper is arranged as follows: In 
section  2,  we  position  the  present  work  with 
respect to our ongoing research on SMT and SPE. 
In  section 3 we present  the  corpora  that  will  be 
used in  our  experiments.  Section 4 describes the 
basic RBMT and statistical translation systems. In 
section 5, we report on our experiments comparing 
translation results  under a range of different  MT 
conditions:  SMT  versus  RBMT,  RBMT+SPE 
versus RBMT, and RBMT+SPE versus SMT. We 
finish this paper with some conclusions and future 
work.

2 Related work

In the experiments related by (Simard et al., 2007a) 
and (Isabelle et  al.,  2007) SPE task is viewed as 
translation  from the  language  of  RBMT  outputs 
into  the  language  of  their  manually  post-edited 
counterparts.  So they  don't  use  a  parallel  corpus 
created by human translation. Their RBMT system 
is SYSTRAN and their SMT system PORTAGE. 
(Simard et al., 2007a) reports a reduction in post-
editing effort of up to a third when compared to the 
output of the rule-based system, i.e., the input to 
the  SPE,  and  as  much  as  5  BLEU  points 
improvement  over  the  direct  SMT  approach. 
(Isabelle et al., 2007) concludes that such a RBMT
+SPE system appears  to  be  an  excellent  way to 
improve the output of a vanilla RBMT system and 
constitutes  a  worthwhile  alternative  to  costly 
manual  adaptation efforts for  such systems.  So a 
SPE  system  using  a  corpus  with  no  more  than 
100.000  words  of  post-edited  translations  is 
enough  to  outperform  an  expensive  lexicon 
enriched baseline RBMT system.

The  same  group  recognizes  (Simard  et  al., 
2007b)  that  this  sort  of  training  data  is  seldom 
available, and they conclude that the training data 
for the post-editing component does not need to be 
manually  post-edited  translations,  that  can  be 
generated  even  from  standard  parallel  corpora. 
Their  new RBMT+SPE system outperforms both 
the  RBMT  and  SMT  systems  again.  The 
experiments show that while post-editing is more 
effective  when little  training  data  is  available,  it 
remains  competitive  with  SMT  translation  even 
when  larger  amounts  of  data.  After  a  linguistic 
analysis they conclude that the main improvement 

is due to lexical selection.
In  (Dugast  et  al.,  2007),  the  authors  of 

SYSTRAN's  RBMT  system  present  a  huge 
improvement of the BLEU score for a SPE system 
when  comparing  to  raw translation  output.  They 
get an improvement of around 10 BLEU points for 
German-English  using  the  Europarl  test  set  of 
WMT2007. 

(Ehara,  2007)  presents  two  experiments  to 
compare  RBMT  and  RBMT+SPE  systems.  Two 
different  corpora are  issued,  one is  the reference 
translation  (PAJ,  Patent  Abstracts  of  Japan),  the 
other is a large scaled target language corpus. In 
the  former  case,  RBMT+SPE  wins,  in  the  later 
case RBMT wins.  Evaluation is  performed using 
NIST scores and a new evaluation measure NMG 
that  counts  the  number  of  words  in  the  longest 
sequence matched between the  test  sentence and 
the target language reference corpus.

Finally,  (Elming,  2006)  works  in  the  more 
general field called as Automatic Post-Processing 
(APE).  They  use  transformation-based  learning 
(TBL), a learning algorithm for extracting rules to 
correct MT output by means of a post-processing 
module.  The  algorithm  learns  from  a  parallel 
corpus of MT output and human-corrected versions 
of  this  output.  The  machine  translations  are 
provided  by  a  commercial  MT system,  PaTrans, 
which is  based on Eurotra.  Elming reports  a 4.6 
point increase in BLEU score. 

3 The corpora

Our aim was to improve the precision of the MT 
system trying  to  translate  texts  from a  restricted 
domain. We were interested in a kind of domain 
where  a  formal  and  quite  controlled  language 
would be used and where any public organization 
or  private  company  would  be  interested  in 
automatic  translation  on  this  domain.  We  also 
wanted  to  compare  the  results  between  the 
restricted domain and a more general domain such 
as news.

Specific domain: Labor Agreements Corpus

 The  domain  related  to  Labor  Agreements  was 
selected.  The  Basque  Institute  of  Public 
Administration  (IVAP1)  collaborated  with  us  in 
this  selection,  after  examining  some  domains, 
available  parallel  corpora  and  their  translation 

1 http://www.ivap.euskadi.net
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needs. The Labor Agreements Corpus is a bilingual 
parallel corpus (Basque and Spanish) with 640,764 
words  for  Basque  and  920,251 for  Spanish.  We 
automatically aligned it at sentence level and then 
manual revision was performed. 

To build the test corpus the full text of several 
labor agreements was randomly chosen. We chose 
full texts because we wanted to ensure that several 
significant but short elements as the header or the 
footer of those agreements would be represented. 
Besides it is important to measure the coverage and 
precision we get when translating the whole text in 
one  agreement  document  and  not  only  those  of 
parts of it.  System developers are not allowed to 
see the test corpus. 

In SMT we use the training corpus to learn the 
models  (translation  and  language  model);  the 
development  corpus  to  tune  the  parameters;  and 
the test corpus to evaluate the system. 

The size of each subset is shown in Table 1.

Sentences Words
Training Spanish 51,740 839.393

Basque 585,361
Development Spanish 2,366 41,508

Basque 28,189
Test Spanish 1,945 39,350

Basque 27,214
Table 1. Statistics of Labor Agreements Corpus

General domain: Consumer Eroski Corpus

As general domain corpus, we used the Consumer 
Eroski parallel  corpus.  The  Consumer  Eroski 
parallel  corpus  is  a  collection  of  1,036  articles 
written  in  Spanish  (January  1998  to  May  2005, 
Consumer  Eroski  magazine, 
http://revista.consumer.es)  along  with  their 
Basque,  Catalan,  and  Galician  translations.  It 
contains more than one million Spanish words for 
Spanish  and  more  than  800,000  Basque  words. 
This corpus is aligned at sentence level.

In order to train the data-driven systems (both 
SMT and SPE systems),  we  used  approximately 
55,000  aligned  sentences  extracted  from  the 
Consumer  dataset.  Two  additional  sentence  sets 
are used; 1501 sentences for parameter tuning and 
1515 sentences for evaluation (see Table 2).

Sentences Words
Training Spanish 54,661 1,056,864

Basque 824350
Development Spanish 1,501 34,333

Basque 27,235
Test Spanish 1,515 32,820

Basque 34,333
Table 2. Statistics of Consumer Eroski corpus

4 Basic translation systems

Rule based system: Matxin

In this subsection we present the main architecture 
of  an  open  source  MT  engine,  named  Matxin 
(Alegria et al., 2007). the first implementation of 
Matxin translates from Spanish into Basque using 
the traditional transfer model and based on shallow 
and dependency parsing. 

Matxin is a classical transfer system consisting 
of  three  main  components:  (i)  analysis  of  the 
source language into a dependency tree structure, 
(ii) transfer from the source language dependency 
tree to a target language dependency structure, and 
(iii)  generation of the output translation from the 
target  dependency  structure.  These  three 
components are described in more detail  in what 
follows.

The  analysis  of  the  Spanish  source  sentences 
into  dependency  trees  is  performed  using  an 
adapted version of the Freeling toolkit (Carreras et 
al., 2004). The shallow parser provided by Freeling 
is  augmented  with  dependency  information 
between chunks.

In the transfer module the Spanish analysis tree 
is transformed into Basque dependency tree. In this 
step, a very simple lexical selection is carried out, 
the Spanish lemma is translated by most frequent 
equivalent. 

Finally,  the  dependency tree  coming from the 
transfer  module  is  passed  on  the  generation 
module,  in  order  to  get  the  target  language 
sentence.  The  order  of  the  words  in  the  final 
sentence is decided and morphological generation 
is carried out when it is necessary (in Basque: the 
declension case, the article and other features are 
added to the whole noun phrase at the end of the 
last  word).  We  reused  a  previous  morphological 
analyzer/generator developed for Basque (Alegria 
et  al.,  1996)  adapted  and  transformed  to  our 
purposes.
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Corpus based system

The corpus-based approach has been carried out in 
collaboration  with  the  National  Center  for 
Language  Technology in  Dublin  City  University 
(DCU).

The system is based on a baseline phrase-based 
SMT system, but the dataset of aligned phrases is 
enriched  with  linguistically  motivated  phrase 
alignments. We have carried out Basque to English 
(Stroppa  et  al.,  2006)  and  Spanish  to  Basque 
(Labaka et al., 2007) translation experiments. 

Freely available  tools  are  used to  develop the 
SMT systems:

● GIZA++ toolkit (Och and H. Ney, 2003) is 
used  for  training  the  word/morpheme 
alignment.

● SRILM toolkit (Stolcke, 2002) is used for 
building the language model.

● Moses  Decoder  (Koehn  et  al.,  2007)  is 
used for translating the sentences.

Due  to  the  morphological  richness  of  Basque, 
when  translating  from  Spanish  to  Basque  some 
Spanish  words,  like  prepositions  or  articles, 
correspond  to  Basque  suffixes,  and,  in  case  of 
ellipsis, more than one of those suffix can be added 
to  the  same  word.  Example  of  concatenation  of 
two case suffixes:

    puntuarenean = 
  = puntu  +  aren    +  ean  =
  = point  +  of the  +  in the  =
  = in the one(ellipsis) of the point

In order to deal with these features a morpheme-
based SMT system was developed. 

Adapting  the  SMT  system  to  work  at  the 
morpheme level consists on training the basic SMT 
on the segmented text. The system trained on these 
data  will  generate  a  sequence  of  morphemes  as 
output. In order to obtain the final Basque text, we 
have to generate words from those morphemes.

To  get  the  segmented  text,  Basque  texts  are 
previously  analyzed  using  Eustagger  (Aduriz  & 
Díaz de Ilarraza,  2003).  After  this  process,  each 
word  is  replaced  with  the  corresponding  lemma 
followed  by  a  list  of  morphological  tags.  The 
segmentation is based on the strategy proposed on 
(Agirre et al., 2006).

Both  systems  (the  conventional  SMT  system 
and  the  morpheme  based),  were  optimized 
decoding parameters using a Minimum Error Rate 

Training.  The  metric  used  to  carry  out  the 
optimization is BLEU.

The  evaluation  results  for  the  general  domain 
Consumer corpus (also used in this paper) are in 
Table  3.  The  morpheme  based  MT  system  gets 
better results for all the measures except BLEU.

BLEU NIST WER PER

SMT 9.85 4,28 82,72 63,78

Morpheme-based 
SMT

9,63 4,43 80.92 62,27

 Table 3. Evaluation for SMT systems

RBMT and Statistical Post-Editing

In order  to carry out  experiments  with statistical 
post-editing,  we  have  first  translated  Spanish 
sentences  in  the  parallel  corpus  using  our  rule-
based  translator  (Matxin).  Using  these 
automatically  translated  sentences  and  their 
corresponding  Basque  sentences  in  the  parallel 
corpus, we have built a new parallel corpus to be 
used in training our statistical post-editor.
The statistical post-editor is the same corpus-based 
system explained before. This system is based on 
freely  available  tools  but  enhanced  in  two  main 
ways:

• In order to deal  morphological  richness of 
Basque,  the  system  works  on  morpheme-
level,  so  a  generation  phase  is  necessary 
after SPE is applied. 

• Following  the  work  did  in  collaboration 
with  the  DCU,  the  phrases  statistically 
extracted  are  enriched  with  linguistically 
motivated chunk alignments.

5 Results

We used automatic evaluation metrics to assess the 
quality  of  the  translation  obtained  using  each 
system.  For  each  system,  we  calculated  BLEU 
(Papineni et al., 2002), NIST (Doddington, 2002), 
Word Error Rate (WER) and Position independent 
Error Rate (PER).

Besides,  our  aim was to evaluate  performance 
using  different  corpora  types,  so  we  tested  the 
output of all systems applied to two corpora: one 
domain specific (Labor Agreements Corpus), and a 
general domain corpus (Consumer corpus).
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BLEU NIST WER PER

Rule-based 4,27 2,76 89,17 74,18

Corpus-based 12,27 4,63 77,44 58,17

Rule-based + SPE 17,11 5,01 75,53 57,24

Table 4. Evaluation on domain specific corpus

Results  obtained  on  the  Labor  Agreements 
Corpus (see Table 4) shows that the rule-based gets 
a very low performance (rule-based system is not 
adapted to the restricted domain), and the corpus-
based system gets a much higher score (8 BLEU 
points higher, a 200% relative improvement). But 
if we combine both systems using the corpus-based 
system as a statistical post-editor, the improvement 
is even higher outperforming corpus-based system 
in 4.48 BLEU point (40% relative improvement).

BLEU NIST WER PER

Rule-based MT 6,78 3,72 81,89 66,72

Corpus-based MT 9,63 4,43 80,92 62,27

Rule-based + SPE 8,93 4,23 80,34 63,49

Table 5. Evaluation on general domain corpus

Otherwise, results on the general domain corpus 
(see  Table  5)  do not  indicate  the  same.  Being a 
general  domain  corpus,  the  vanilla  rule-based 
system  gets  better  results,  and  those  approaches 
based on the corpus (corpus-based MT and RBMT
+SPE)  get  lower  ones.  Furthermore,  the 
improvement achieved by the statistical post-editor 
over the rule-based system is much smaller and it 
does not outperforms the corpus-based translator. 

6 Conclusion

We  performed  two  experiments  to  verify  the 
improvement  obtained  for  other  languages  by 
using  statistical  post  editing.  Our  experiments 
differ from other similar works because we use a 
morphological  component  in  both  RBMT  and 
SMT  translations,  and  because  the  size  of  the 
available corpora is small.
 Our results are coherent with huge improvements 
when using a RBMT+SPE approach on a restricted 
domain presented by (Dugast eta al., 2007; Ehara, 
2007;  Simard  et  al.,  2007b).  We  obtain  200% 
improvement in the BLEU score for a RBMT+SPE 
system working with Matxin RBMT system, when 

comparing  to  raw  translation  output,  and  40% 
when comparing to SMT system.

Our  results  also  are  coherent  with  a  smaller 
improvement when using more general corpora as 
presented by (Ehara, 2007; Simard et al., 2007b).

We  can  not  work  with  manually  post-edited 
corpora as (Simard et al., 2007a) and (Isabelle et 
al., 2007) because there is no such a big corpus for 
Basque,  but  we  plan  to  collect  it  and  compare 
results  obtained  using  a  real  post-edition  corpus 
and the results presented here. 

We  also  plan  automatic  extracting  rules  to 
correct MT output by means of a post-processing 
module (Elming, 2006). 
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Abstract

The availability of machine-readable
bilingual linguistic resources is cru-
cial not only for machine transla-
tion but also for other applications
such as cross-lingual information re-
trieval. However, the building of
such resources demands extensive
manual work. This paper describes a
methodology to build automatically
bilingual dictionaries and transfer
rules by extracting knowledge from
word-aligned parallel corpora pro-
cessed with free shallow monolingual
resources (morphological analysers
and part-of-speech taggers). Ex-
periments for Brazilian Portuguese–
Spanish and Brazilian Portuguese–
English parallel texts have shown
promising results.

1 Introduction

Two of the main challenges in natural lan-
guage processing (NLP) are (1) the produc-
tion, maintenance and extension of computa-
tional linguistic resources and (2) the integra-
tion of these resources into NLP applications.

In particular, the availability of machine-
readable bilingual linguistic resources is cru-
cial not only for rule-based machine transla-
tion (RBMT) but also for other applications
such as cross-lingual information retrieval.
However, the building of such resources (bilin-
gual single-word and multi-word correspon-

dences, translation rules) demands extensive
manual work. As a consequence, bilingual re-
sources are usually more difficult to find than
shallow monolingual resources such as mor-
phological dictionaries or part-of-speech tag-
gers.

In an attempt to overcome the lack of these
bilingual resources, several methods have
been proposed to build automatically trans-
lation grammars (McTait, 2003; Menezes and
Richardson, 2001; Lavie et al., 2004; Car-
bonell et al., 2002) and bilingual dictionaries
(Wu and Xia, 1994; Fung, 1995; Koehn and
Knight, 2002; Langlais et al., 2001; Schafer
and Yarowsky, 2002).

In line with some of these initiatives, this
paper describes a methodology to build au-
tomatically both bilingual dictionaries and
shallow-transfer rules. These resources are
built by extracting knowledge from automat-
ically word-aligned (or lexically aligned) par-
allel corpora which have been processed with
shallow monolingual resources (morphological
analysers and part-of-speech taggers). The
free shallow monolingual resources used in
these experiments are available as part of
the Apertium open-source machine transla-
tion (MT) platform.1

This methodology is part of the ReTraTos
project2 which aims at inducing linguis-
tic knowledge for Brazilian Portuguese (pt),
Spanish (es) and English (en). The MT ex-

1http://www.apertium.org.
2http://www.nilc.icmc.usp.br/nilc/projects/

retratos.htm
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periments carried out for the pt–es and pt–en
language pairs produced reasonable results as
will be shown here.

There is a distinct advantage in the method
proposed in this paper, as compared to other
learning approaches to MT (such as statisti-
cal machine translation, SMT). It generates
dictionaries and rules which may be edited by
human experts to improve the performance of
the resulting system, or even combined with
data written by experts. In particular, there
is an ongoing project to convert the data gen-
erated by our method to be freely used with
Apertium. The induction software will also be
distributed as open-source in a near future.

The main contribution of the proposed
methods is a way to induce bilingual resources
automatically from a parallel corpus using
free monolingual resources and tools.

This paper is organized as follows. Sec-
tion 2 presents related work on automatic in-
duction of bilingual dictionaries and transfer
rules. The proposed methods for inducing
bilingual dictionaries and transfer rules are
described in section 3. The experiments car-
ried out with the pt–es and pt–en language
pairs are described in section 4. The paper
ends with some conclusions and proposals for
future work (section 5).

2 Related work

In this section we present methods to in-
duce automatically bilingual dictionaries (sec-
tion 2.1) and transfer rules (section 2.2).

2.1 Induction of bilingual dictionaries

A bilingual dictionary —a bilingual list of
words and multiword units that are mutual
translations— is usually a by-product of a
word alignment process (Brown et al., 1993;
Och and Ney, 2000; Caseli et al., 2005).3

In (Wu and Xia, 1994), an English–
Chinese dictionary was automatically induced
by means of training a variant of the statisti-
cal model described in (Brown et al., 1993).
This model was trained on a large corpus

3An automatic word aligner is a tool for finding
correspondences between words, and sometimes mul-
tiword units, in parallel texts.

(about 3 million words) resulting in a set of
about 6,500 English words (on average 2.33
possible Chinese translations for each English
word). Evaluation through direct human in-
spection of a random set of 200 words showed
an accuracy lying between 86.0% (completely
automatic process) and 95.1% (manual cor-
rection).

By contrast, the method proposed by
Fung (1995) uses a non-aligned Chinese–
English parallel corpus (with about 5,760
English words) to induce bilingual entries
for nouns and proper nouns based on co-
occurrence (source and target) positions.
Three judges evaluated 23.8% of the induced
entries and the average accuracy was 73.1%.

This paper proposes a bilingual dictionary
induction method based on automatic word
alignment as explained in section 3.1.

2.2 Induction of translation rules

In the literature, methods for inducing trans-
fer rules are based on many different ap-
proaches. However, all of them get a sentence-
aligned parallel corpus (a set of translation ex-
amples) as input. The induced rules can, in
turn, be used by the MT system to translate
source sentences into target sentences.

The method proposed in (McTait, 2003)
looks for transfer rules in two steps. In a
monolingual step, the method looks for se-
quences of items that occur at least in two sen-
tences by processing each side (source or tar-
get) separately —these sequences are taken as
monolingual patterns. In the bilingual step,
the method builds bilingual patterns follow-
ing a co-occurrence criterion.4 Finally, a bilin-
gual similarity (distance) measure is used to
set the alignment between source and target
items that form a bilingual pattern. This
method achieved 33.9% coverage, considering
only full translations, in experiments with a
training corpus of 2,500 and a test corpus of
1,000 pairs of en–fr (French) sentences.

The method proposed in (Menezes and
Richardson, 2001) aligns the nodes of the

4One source pattern and one target pattern occur-
ring in the same pair of sentences are taken to be mu-
tual translations.
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source and target parse trees by looking for
word correspondences in a bilingual dictio-
nary. Then, following a best-first strat-
egy (processing first the nodes with the
best word correspondences), the method
aligns the remaining nodes using a manu-
ally created alignment grammar composed
of 18 bilingual compositional rules. Af-
ter finding alignments between nodes of
both parse trees, these alignments are ex-
panded using linguistic constructs (such as
noun and verb phrases) as context bound-
aries. Menezes and Richardson (2001) show
that their system performed better than Ba-
belFish5 in 46.5% of test cases in experiments
carried out with a training corpus of 161,606
and test corpora of 200-500 pairs of es–en
sentences.

In (Lavie et al., 2004; Carbonell et al.,
2002), the method infers hierarchical syntac-
tic transfer rules, initially, on the basis of
the constituents of both (manually) word-
aligned languages. To do so, sentences from
the language with more resources (English,
in that case) are parsed and disambiguated.
Value and agreement constraints6 are deter-
mined from the syntactic structure, the word
alignments and the source and target dictio-
naries. Lavie et al. (2004) show experiments
carried out with RBMT and SMT systems
trained with 17,589 lexically aligned sentences
and phrases and tested with 258 sentences,
for Hindi(hi)–en. The results show that the
RBMT system scored better than the SMT:
11.2 BLEU and 5.32 NIST vs. 10.2 BLEU
and 4.70 NIST.

Sánchez-Mart́ınez and Forcada (2007) use
an aligned parallel corpus to infer shallow-
transfer rules based on the alignment tem-
plates approach by Och and Ney (2004).
This research makes extensive use of the in-
formation in an existing manually-built bilin-
gual dictionary to guide rule extraction. A

5http://babelfish.altavista.com.
6Value and agreement constraints specify which

values (value constraints) the morphological features
of source and target words should have (for instance,
masculine as gender, singular as number and so on)
and whether these values should be the same (agree-
ment constraints).

Figure 1: Scheme of proposed induction and
translation systems

training corpus composed of 100,834 pairs of
es–ca (Catalan) sentences and a test corpus
of about 10,000 words were used to evaluate
the induced rules. The evaluation carried out
via post-edited translation shows a word er-
ror rate (WER) of 8.1–8.5% for automatically
induced rules vs. 6.5–6.7% for hand-coded
rules.

The method to induce transfer rules pre-
sented in this paper brings forth a new ap-
proach to induce and filter rules as described
in section 3.2.

3 Induction and translation in the
ReTraTos environment

The general scheme of the proposed induction
and translation systems is shown in Figure 1.
A PoS-tagged and word-aligned parallel cor-
pus is given as input to our bilingual dictio-
nary and transfer rule induction systems.

The induced sets of transfer rules (transfer
grammar) and bilingual entries (bilingual dic-
tionary) are then used by a shallow-transfer
MT system to translate source sentences into
target sentences.

The induction systems are introduced in
the next two sections while the translation
system is described in section 3.3.
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3.1 Inducing the bilingual dictionary

A brief description of the bilingual dictio-
nary induction process is presented in this
section. For a more complete description see
Caseli and Nunes (2007).

The bilingual dictionary induction process
comprises the following steps: (1) the com-
pilation of two bilingual dictionaries, one for
each translation direction (one source–target
and another target–source); (2) the merg-
ing of these two dictionaries; (3) the gener-
alization of morphological attribute values in
the bilingual entries; and (4) the treatment
of morphosyntactic differences related to en-
tries in which the value of the target gen-
der/number attribute has to be determined
from information that goes beyond the scope
of the entry itself.7

3.2 Inducing the transfer rules

The transfer rule induction process is briefly
described in this section and in detail in
Caseli et al. (2008).

In contrast with other rule induction meth-
ods, our method follows an alignment block
based approach. Specifically, it does not learn
rules from the whole pairs (source language,
target language) of aligned sentences but from
sequences of contiguous word-aligned items8

in these pairs: the alignment blocks.
Figure 2 shows the three types of alignment

blocks considered in this approach: omissions
(type 0), alignments preserving item order in
sentence (type 1) and reorderings (type 2). In
this figure, source and target items are ac-
companied by their positions in the source
and target sentences. For example, the source
items a and b are aligned to a’, a” and b’ in a
way that preserves item order; therefore, they
form an alignment block of type 1. Further-
more, they are also part of an alignment block

7For example, the es noun tesis (thesis) is valid for
both number (singular and plural) and it has two pos-
sible pt translations: tese (singular) and teses (plu-
ral).

8For example, o/o<det><def><m>:5 is an item
found in pt sentences where o (the) is the original
word; o<det><def><m> is its lemma, PoS and mor-
phological features; and 5 is the position of the word
aligned with it. For details on how these information
are obtained see section 4.1.

Figure 2: Types of alignment blocks

of type 2, since the source item c has a cross-
link to c’.9

After building these alignment blocks, the
rules are induced from each type separately,
following four phases: (1) pattern identifica-
tion, (2) rule generation, (3) rule filtering and
(4) rule ordering.

First, analogously to (McTait, 2003), the
bilingual patterns are extracted in two steps:
monolingual and bilingual. In the monolin-
gual step, source patterns are identified by
an algorithm based on the Sequential Pattern
Mining (SPM) technique and the PrefixSpan
algorithm (Pei et al., 2004). In the bilingual
step, the target items aligned to each source
pattern are examined (in the parallel transla-
tion example) to form the bilingual pattern.

In pattern identification, the frequency
threshold necessary to call a sequence of items
a pattern is different for each type of align-
ment block (0, 1 or 2). This frequency thresh-
old is calculated as a percentage p (an in-
put parameter) of the total amount of blocks
of each type.10 The idea behind alignment-
block-guided induction is that if we were us-
ing the same absolute frequency threshold
for all types of alignments, very few relevant
patterns coming from less frequent alignment
types would be identified.

Second, the rule generation phase encom-
passes the building and the generalization of
constraints between values on one (monolin-
gual) or both (bilingual) sides of a bilingual

9Only alignment blocks of type 2 can include other
alignment blocks (types 0 and 1).

10For example, suppose that we have 10,000 align-
ment blocks of type 1, 100 of type 2 and an input
percentage of 15%. So, the frequency threshold for
identifying patterns of type 1 is 1,500 while it is only
15 for patterns of type 2.
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pattern. Constraints are derived from feature
values (morphological information) in trans-
lation examples. Two kinds of constraints
can be built —value constraints and agree-
ment/value constraints— as in (Carbonell et
al., 2002).11

Third, the induced rules are filtered to solve
ambiguities. For all ambiguous rules —those
with the same source side (sequence of source
PoS tags) but different target sides— the fil-
tering approach looks for source feature and
lexical values which can distinguish the am-
biguous rules.

Finally, the rule ordering specifies the order
in which transfer rules should be applied by
the MT system. It is done implicitly by set-
ting the frequency and weight (the probability
of its occurrence) of each rule, each target side
and each constraint set.12

3.3 Translating sentences

The induced resources are used in the MT
task by means of a simple translation system
(see figure 1). The input of this system is
an already analysed source sentence, that is,
a sequence of source lexical forms (each one
consisting of lemma, PoS tag and morpholog-
ical inflection attributes).

The MT system implemented has two
modes of translation: word-by-word and
transfer. The former uses only the induced
bilingual dictionary, while the latter uses both
the induced dictionary and transfer rules.

In transfer mode, the system chooses and
applies the best suitable transfer rules follow-
ing a left-to-right longest-match procedure.
The “best suitable rule” is the most frequent
rule which: (i) matches the source sequence,
(ii) matches a set of source constraints (there
can be more than one) and (iii) this source
constraint set is the most frequent.

11The value constraints here are the same as (Car-
bonell et al., 2002), but the agreement/value con-
straints are quite different from the agreement con-
straints used by them since, here, the morphological
value is also specified in agreement/value constraint.

12The weight of a rule is calculated as its frequency
divided by the total frequency of the whole set of rules.
The weight of each target side and each constraint set
are calculated in a similar way.

Unlike in Apertium, a backtracking ap-
proach is used in transfer translation: if a
source pattern abcd matches the input sen-
tence but cannot be applied because it has no
compatible constraint, the system will try to
apply the sub-pattern abc. This backtracking
goes on until the sub-pattern has just one item
and, in this case, word-by-word translation is
applied.

4 Experiments and results

The next sections describe the corpora used
to induce the linguistic resources (4.1) and the
evaluation settings and results (4.2).

4.1 Preprocessing of bilingual corpora

The experiments described in this paper were
carried out using two training parallel cor-
pora. One corpus consists of 18,236 pairs of
pt–es parallel sentences with 503,596 tokens
in pt and 545,866 tokens in es. The other
corpus consists of 17,397 pairs of pt–en par-
allel sentences with 494,391 tokens in pt and
532,121 tokens in en. Both corpora contain
articles from the online version of a Brazil-
ian scientific magazine, Pesquisa FAPESP.13

It contains parallel texts written in pt (origi-
nal), en (version) and es (version).

These corpora were PoS-tagged using the
morphological analyser and the PoS tagger
available in Apertium (Armentano-Oller et
al., 2006). The morphological analysis pro-
vides one or more lexical forms for each sur-
face form (the form as it appears in the text)
using a monolingual morphological dictionary.
The PoS tagger chooses the best possible lexi-
cal form based on a first-order hidden Markov
model (HMM).

The original morphological dictionaries
available at Apertium were enlarged in the
ReTraTos project with entries from Unitex14

(pt and en) and from the es–ca MT system
InterNOSTRUM15 (es).16 So, the original mor-
phological dictionaries for pt and es available

13http://revistapesquisa.fapesp.br.
14http://www-igm.univ-mlv.fr/~unitex/.
15http://www.internostrum.com/.
16The es new entries were provided by the Trans-

ducens group from the Universitat d’Alacant.
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in the Apertium es–pt linguistic data package
(version 0.9) were enlarged to cover 1,136,536
and 337,861 surface forms, respectively. The
en morphological dictionary available in the
Apertium en–ca linguistic data package (ver-
sion 0.8) was enlarged to cover 61,601 surface
forms.17

After PoS tagging, the translation exam-
ples were word-aligned using two different
tools: LIHLA (Caseli et al., 2005) and GIZA++
(Och and Ney, 2000). Experiments have
shown that LIHLA had a better alignment er-
ror rate (AER) performance than GIZA++ on
pt–es parallel texts (5.39% AER vs. 6.35%
AER). But GIZA++ had a better performance
on pt–en (15.44% AER vs. 8.61% AER)
(Caseli et al., 2008). The translation exam-
ples were aligned in both directions (source–
target and target–source) and the alignments
were merged using the union algorithm pro-
posed by Och and Ney (2003).

4.2 Evaluation settings and results

The linguistic resources induced from the two
parallel corpora described in section 4.1 were:
one bilingual dictionary for each pair of lan-
guages and some sets of transfer rules induced
using different input parameters.

The induced bilingual dictionaries have
23,450 pt–es entries and 19,191 pt–en entries.
The best set of transfer rules was obtained
using a percentage p = 0.07% to calculate
the frequency thresholds for pattern identifi-
cation of each block type. With this param-
eter, 1,421 pt–es transfer rules, 1,329 es–pt
transfer rules, 647 pt–en transfer rules and
722 en–pt transfer rules were induced.

The corpus used to test/evaluate the in-
duced resources consists of 649 parallel sen-
tences from the same domain of the training
corpus. The sentences in the test corpus were
translated in the four possible directions (pt–
es, es–pt, pt–en and en–pt). To evaluate
the translations, a reference corpus was cre-
ated consisting of the corresponding parallel
sentences in the test corpus. For example, the

17Initially the pt, es and en morphological dictio-
naries covered 128,772, 116,804 and 48,759 surface
forms, respectively.

reference corpus used to evaluate the trans-
lation from pt to es is composed by the es
sentences in the test corpus.

The sentences translated automatically
were compared automatically with those in
the reference corpus by means of the indirect
scores BLEU (Papineni et al., 2002) and NIST
(Doddington, 2002).

In these experiments, we evaluated the sen-
tences translated by the ReTraTos MT sys-
tem (see section 3.3) by applying the in-
duced resources in the word-by-word trans-
lation (RTT word-by-word) and in the trans-
fer translation (RTT transfer). The word-
by-word translation was used here with three
purposes: (1) to be a baseline for compari-
son with other systems, (2) to evaluate the
quality of the induced vocabulary, and (3) to
measure the improvement brought by using
transfer rules (RTT transfer).

We also evaluated translations produced
by other MT systems available for the stud-
ied languages. For pt–es–pt, we have used
two versions of the es–pt data provided in
the open-source MT platform Apertium: ver-
sion 0.9.1, which will be called Apertium
and version 0.9.2, using a larger dictio-
nary, which will be called Apertium-P.18

For pt–en–pt, we have used the MT sys-
tems: FreeTranslation,19 Google20 and
BabelFish.

Table 1 shows the results of pt–es–pt
translation. From these values, it is pos-
sible to notice that the ReTraTos MT sys-
tem using only one (RTT word-by-word) or
both (RTT transfer) the induced linguistic
resources obtained scores that were slightly
higher than Apertium’s versions, with a more
significant difference in the es–pt direction.

In the pt–es direction, when compared to
Apertium-P, the RTT transfer had an im-
provement of around 2 points in BLEU and
0.2 in NIST; while in the es–pt direction, this
improvement was twice as large: 4 points in
BLEU and 0.4 in NIST.

18Version 0.9.2. was the one that could be tried
online in April 2007 at http://xixona.dlsi.ua.es/
prototype.

19http://www.freetranslation.com.
20http://translate.google.com.
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Table 1: Evaluation of pt–es–pt MT
Lang. System BLEU NIST

pt–es

RTT transfer 65.13 10.85
RTT word-by-word 64.90 10.82

Apertium 63.82 10.64
Apertium-P 63.87 10.64

es–pt

RTT transfer 66.66 10.98
RTT word-by-word 66.49 10.95

Apertium 60.98 10.31
Apertium-P 62.88 10.51

The similar scores of the two versions of
ReTraTos on pt–es–pt seem to be due to the
greater coverage of the induced bilingual dic-
tionary on the texts of the domain. This fact
indicates that, for related languages such as
pt and es, a greater coverage of the bilingual
dictionary has a stronger impact in transla-
tion scores than the transfer rules.

Table 2 shows the results of pt–en–pt
translation. In the evaluation for this pair of
languages, the translations produced by the
ReTraTos versions did not score so high as
those for the pt–es pair. This result was al-
ready expected, since the transfer rule induc-
tion system was not designed to deal with
more complex changes in the structure of
translation, but simply agreement and posi-
tion changes between close items.

However, it is worth noticing that the
improvement attributed to the use of rules
(RTT transfer) compared to the word-by-
word (RTT word-by-word) translation in the
pt–en–pt pair is greater (0.76–2.26 BLEU
points and 0.09–0.32 NIST points) than in the
pt–es–pt pair (less than 0.3 points in BLEU
and 0.03 in NIST). This indicates that, al-
beit simple (in the sense that they perform
only shallow changes), the induced rules may
indeed improve word-by-word translation be-
tween more distant languages.

5 Conclusions and future work

In this paper we have described a methodol-
ogy to build bilingual dictionaries and trans-
lation rules automatically from parallel cor-
pora. The input corpora were processed us-
ing word aligners and shallow monolingual re-
sources such as morphological analysers and
PoS taggers.

Table 2: Evaluation of pt–en–pt MT
Lang. System BLEU NIST

pt–en

RTT transfer 28.32 7.09
RTT word-by-word 26.06 6.77
FreeTranslation 32.94 7.65

BabelFish 31.61 7.46
Google 32.95 7.61

en–pt

RTT transfer 24.00 6.11
RTT word-by-word 23.24 6.02
FreeTranslation 30.53 6.85

BabelFish 36.66 7.68
Google 31.21 6.88

One advantage of the method proposed
here is that both the inferred dictionaries and
the induced rules are written in formats that
can be easily edited by humans or combined
with manually written rules.

In particular, the rules can be easily con-
verted to the formats used by the open-source
MT platform Apertium, and the bilingual dic-
tionary entries are already induced in the for-
malism used by Apertium. Thus, the induc-
tion systems presented in this paper can be
used along with the tools and linguistic data
distributed with Apertium to ease the task of
building new MT systems.

As future work, we intend to finish an on-
going project to adapt the induced resources
to Apertium and to implement a open-source
toolchain for MT. This toolchain will join the
already existing free resources from Apertium
and from ReTraTos and make them freely
available to produce new MT systems.

Other future work includes an evaluation by
means of the WER using post-edited output
as a reference. We also aim at testing differ-
ent configurations of ReTraTos to determine
to what extent changes in optional modules
(rule filtering and rule ordering) affect trans-
lation quality. Experiments to compare the
performance of the system presented here (us-
ing automatically induced transfer rules) and
that of a SMT system trained and tested on
the same corpora are already been carried out.
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Abstract 

This paper presents some statistical ma-
chine translation results among English, 
Spanish and Chinese, and focuses on ex-
ploring Spanish-morphology effects on 
the Chinese to Spanish translation task. 
Although not strictly comparable, it is ob-
served that by reducing Spanish morphol-
ogy the accuracy achieved in the Chinese 
to Spanish translation task becomes com-
parable to the one achieved in the Chinese 
to English task. Further experimentation 
on approaching the problem of generating 
Spanish morphology as a translation task 
by itself is also performed, and results 
discussed. All experiments have been car-
ried out by using a trilingual parallel cor-
pus extracted from the Bible. 

1 Introduction 

The Chinese–Spanish translation task has been 
recently explored by Banchs et al. (2006). As far as 
we know, no Chinese–Spanish parallel corpus 
large enough for training a statistical machine 
translation system is available, at least as a public 
resource. For this reason, in that previous work, the 
artificial generation of the required Chinese–
Spanish parallel corpus was attempted in order to 
pursue machine translation experimentation for 
this specific language pair.  

From that work it was concluded that artificial 
generation of the bilingual corpus did not provide 

better translation accuracy than cascading two in-
dependent translation systems by using English as 
a bridge. Even more, filtering the artificially gen-
erated corpus aiming at improving translation re-
sults did not help at all, because the negative effect 
of reducing corpus size was more influential than 
the positive effect of improving corpus quality, at 
least for the corpus size considered in that oppor-
tunity. 

 

In the present work, we present some experi-
mentation results with a small parallel corpus we 
have extracted from the Bible. The collected cor-
pus includes English, as well as Spanish and Chi-
nese. The corpus collection and preparation, as 
well as its statistics are presented in section 2. 
Then, some baseline experimentation is carried out 
among the three languages in order to determine 
the best alignment set, phrase size and language 
model order for each of the six possible translation 
tasks. These results are presented in section 3. 
Then, the effect of Spanish morphology is explored 
for the particular case of the Chinese to Spanish 
translation task. In this sense, Spanish morphology 
is reduced by using a morphological analyzer and a 
Chinese to Spanish-without-morphology transla-
tion system is constructed. The problem of Spanish 
morphology generation is also approached as a 
translation task, and the Chinese to Spanish trans-
lation problem is attempted in a two step procedure 
in order to alleviate the translation task complexity 
by decoupling the translation task from the mor-
phology generation task. These results are pre-
sented and discussed in section 4. Finally, some 
conclusions are presented, and future research 
strategies in this area are depicted. 
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2 Corpus collection and preparation 

The trilingual parallel corpus used in this work has 
been extracted from three versions of the Bible 
Chinese (ZH), English (EN) and Spanish (ES). The 
original documents have been obtained from the 
web in digital format.1 In the case of the Chinese 
and English versions, the complete text was avail-
able in a single document; while in the case of the 
Spanish version, each of the 66 books was in a 
separated file. The collected corpus was preproc-
essed and prepared for SMT experimentation by 
using the procedures described below. 

Alignment: alignment at the sentence level was 
performed. In this particular case, this step was 
actually a simple one since the original text in-
cluded annotation marks for chapters and verses. 
However some manual verification and edition was 
required since some missing verses and annotation 
inconsistencies were detected among the three dif-
ferent versions.  

Tokenization: each data file was tokenized. In 
the case of Spanish and English, this implies the 
separation between punctuation marks and words. 
For the case of Chinese, for which word segmenta-
tion is not obvious, automatic word segmentation 
was performed by using the freely available tool 
ICTCLAS (Zhang et al, 2003).2  

Morphology reduction: Morphological analysis 
and preprocessing of Spanish data was carried out. 
Such a preprocessing produces a slightly different 
tokenization for the Spanish data mainly because 
some multi-word units are reduced to single lexical 
forms. Because of this, four different Spanish data 
sets are considered: the original tokenized data, a 
lowercased version of the original tokenized data 
(lwc), re-tokenized data resulting from applying 
morphological analysis to the lowercased data set 
(rtk), and a lemmatized version of the re-tokenized 
one (lem). The lemmatized data corresponds to a 
morphologically reduced corpus in which all full 
forms have been replaced by their corresponding 
lemma forms. The morphological analysis was per-
formed by using the freely available tool FreeLing 
(Carreras et al, 2002).3 

                                                           
1 The Spanish version was downloaded from 
http://es.catholic.net/biblia/, the Chinese version from 
http://www.o-bible.org/download/hgb.txt and the English version 
from http://www.o-bible.com/dlb.html  
2 Available at http://www.nlp.org.cn/project/project.php?proj_id=6  
3 Available at http://garraf.epsevg.upc.es/freeling/  

Length restriction: all sentences (in any of the 
three languages) containing more than 80 tokens 
were removed from the corpus along with their 
corresponding other-two-language sentences. This 
restriction was mainly adopted in order to avoid 
possible alignment problems. 

Fertility filtering: all trilingual sentence sets, 
for which any pair of them presented a token ratio 
equal to or higher than 9, were removed from the 
corpus. This avoids symmetrization errors due to 
fertility filtering implemented by the word to word 
alignment tool used for training the models, which 
also considers a token ratio of 9. 

Corpus segmentation: finally, the corpus was 
divided into three trilingual parallel data sets: train-
ing, development and test.  

Table 1 presents the main corpus statistics for 
all data set considered in the experiments. These 
statistics include the total number of sentences, the 
total number of words, the size of the vocabulary 
and the average sentence length. The out-of-voc-
abulary rates for development and test data are, 
respectively, 3.7% and 4.2% for Chinese, 9.3% and 
8.9% for Spanish, and 5.3% and 4.2% for English. 

 

Training data set 
Language Senten. Tokens Vocab. Aver. 
EN 28,887 848,776 13,216 29.38 
ZH 28,887 760,451 12,670 26.33 
ES 28,887 781,113 28,178 27.04 
ES-lwc 28,887 781,113 26,251 27.04 
ES-rtk 28,887 784,398 25,240 27.15 
ES-lem 28,887 784,398 14,229 27.15 
Development data set 
Language Senten. Tokens Vocab. Aver. 
EN 1,033 30,199 3,234 29.23 
ZH 1,033 27,235 3,404 26.37 
ES 1,033 27,862 4,634 26.97 
ES-lwc 1,033 27,862 4,413 26.97 
ES-rtk 1,033 27,986 4,403 27.09 
ES-lem 1,033 27,986 2,882 27.09 
Test data set 
Language Senten. Tokens Vocab. Aver. 
EN 1,035 30,008 3,158 28.99 
ZH 1,035 26,794 3,396 25.89 
ES  1,035 27,368 4,652 26.44 
ES-lwc 1,035 27,368 4,428 26.44 
ES-rtk 1,035 27,452 4,426 26.52 
ES-lem 1,035 27,452 2,864 26.52 

 

Table 1: Main corpus statistics 
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3 Baseline experimentation 

For all experiments presented in this work, a very 
basic phrase-based SMT system is used. Word to 
word alignments are computed for the training data 
sets by using GIZA++ (Och & Ney, 2003).4 Phra-
ses are extracted from alignments and the transla-
tion probabilities are estimated by using relative 
frequencies. Language models are computed by 
using the SRILM toolkit (Stolcke, 2002),5 and de-
coding is carried out by using Pharaoh (Koehn, 
2004),6  for which only four basic feature functions 
are considered: the translation model, the language 
model, the distortion model and the word penalty 
factor. Model weight optimization is performed by 
using the standard minimum-error-training proce-
dure (Och, 2003) which was implemented by using 
the Simplex algorithm for maximizing translation 
BLEU over the development data set. 

Some baseline experimentation was carried out 
among the three languages in order to determine 
the best alignment set, phrase size and language 
model order for each of the six possible translation 
tasks. In these baseline experiments, four different 
alignment sets were considered for phrase extrac-
tion: source to target (sr2tg), intersection (inter), 
union (union) and symmetrized alignments (sym) 
(Matusov et al, 2004). Regarding phrase lengths 
and target language models, two maximum phrase 
lengths were considered for translation model 
computation: 3 and 4 tokens; and three maximum 
n–gram sizes were considered for target language 
model computation: 2–, 3– and 4–grams.  

According to results from these baseline ex-
periments, the optimal maximum phrase length for 
translation model computation was consistently 4 
tokens for all translation tasks; and, similarly, the 
optimal language model order for target language 
model computation was consistently 3. However, 
in the case of the alignment set considered for 
phrase extraction interesting differences could be 
observed. Table 2 presents BLEU scores over the 
test set for all of the six possible translation tasks 
when extracting phrases from each of the four dif-
ferent alignment sets considered.7 For all results 

                                                           
4 Available at http://www.fjoch.com/GIZA++.html  
5 Available at http://www.speech.sri.com/projects/srilm/  
6 Available at http://www.isi.edu/publications/licensed-sw/pharaoh/  
7 Note that in these experiments only one translation reference 
is available for computing BLEU scores, in both the optimiza-
tion procedure and the evaluation procedure. 

presented in table 2, the maximum phrase lengths 
considered were 4 tokens, and the maximum n–
gram sizes considered were 3–grams. 

Note from table 2 that, although in many cases 
performances are relatively similar, in the cases 
were Spanish is the target language the intersection 
clearly offers the best performance. In all other 
cases, with the exception of the English to Chinese 
task for which the source to target seems to be per-
forming better, the symmetrized set of alignments 
performs slightly better. 

 

Task Sr2tg Inter Union Sym 
ZH-ES 14.1 14.3 12.9 13.8 
ES-ZH 16.7 17.4 15.2 17.5 
ZH-EN 18.6 19.2 17.2 19.6 
EN-ZH 20.2 20.1 19.3 19.7 
EN-ES 30.6 31.5 30.6 30.5 
ES-EN 34.4 34.2 34.3 34.5 

    
Table 2: Translation BLEU over the test set for all 
six tasks and the four alignment sets considered. 

 
Note also from table 2, how the lowest transla-

tion qualities are obtained for the Chinese–Spanish 
language pair, and the highest qualities are ob-
tained for the English–Spanish language pair. 
Moreover, if we take a closer look at the table, 
these results suggest that having Spanish as the 
target language seems to add a significant degree 
of complexity to the translation task, and the most 
suspicious element for explaining this behavior is, 
for sure, its high morphological variations.  

4 Effects of Spanish morphology 

Previous works have shown how morphological 
information can be used to improve statistical ma-
chine translation results, especially when a limited 
amount of training data is available (Nießen and 
Ney, 2004; Popovic and Ney, 2004). In this section 
we explore the effects of reducing the Spanish 
morphology on the Chinese–Spanish translation 
tasks. For all experiments presented here, phrases 
extracted from the intersection set of alignments 
were used, and the four different Spanish data sets 
described in section 2 were considered. 

Table 3 presents BLEU scores for both Chinese 
to Spanish and Spanish to Chinese translation tasks 
when using the four different Spanish data sets. 

From table 3 it can be seen that reducing Span-
ish morphology by using lemmas instead of full 
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forms definitively improves the translation system 
performance; and, as it would be logically ex-
pected, the greater impact occurs when Spanish is 
the target language. In this case an absolute im-
provement of more than four BLEU points was 
achieved. In this sense, note from tables 2 and 3 
that, although not strictly comparable, translation 
quality achieved for the Chinese to lemmatized-
Spanish task seems to be similar to the quality 
achieved for the Chinese to English translation 
task. On the other hand, for the Spanish to Chinese 
translation task, the improvement obtained by re-
ducing the Spanish morphology was only a little 
bit more than a half BLEU point. 
 

Spanish set ES to ZH ZH to ES 
Baseline 17.4 14.3 

Lowercased 17.3 16.1 
Re-tokenized 17.6 15.5 
Lemmatized 17.9 18.9 

 

Table 3: Translation BLEU over the test set for 
Chinese–Spanish tasks and the four Spanish sets. 

 
It can also be observed from table 3 that the ef-

fects of lowercasing and the re-tokenization gener-
ated by the analyzer seem to have opposite effects 
in both translation tasks. While lowercasing helps 
the Chinese to Spanish task, this is not the case for 
opposite direction; and re-tokenization seems to be 
producing an opposite effect.  

Additionally, the problem of Spanish morphol-
ogy generation was also approached as a transla-
tion task. In this sense, a translation system was 
implemented by using the lemmatized Spanish data 
set as source language and the original Spanish 
data set as the target language. By training and op-
timizing such a system, a BLEU score of 67.4 was 
measured over the corresponding test set, which 
happens to be a very high BLEU score due to the 
fact that a single translation reference was used. 
Then, by cascading the two systems: Chinese to 
lemmatized-Spanish and the lemmatized-Spanish 
to full-Spanish, a BLEU score of 14.3 was meas-
ured over the test set. Note that this result is basi-
cally the same as the one reported in table 2 for the 
direct Chinese to full-Spanish translation system. 
At a first glance, this seems to suggest that translat-
ing from Chinese into a lemmatized version of 
Spanish and the subsequent generation of the 
Spanish final forms are independent components of 

the Chinese to Spanish translation task, because 
training and optimizing a direct system provides 
exactly the same translation accuracy that training 
and optimizing both components separately.8  

In order to explore in more detail the possible 
independence of the lemma translation and the fi-
nal form generation processes, we decided to per-
form a simultaneous optimization of both systems 
in the cascade. In this sense we optimized the 
model weights of both components in the cascade 
(Chinese to lemmatized-Spanish and lemmatized-
Spanish to full-Spanish) with respect to the BLEU 
score of the overall output of the cascade. In the 
case both components were indeed independent, 
we would expect exactly the same translation accu-
racy that was obtained when optimizing each com-
ponent independently from the other. But this was 
not the case because a small, but statistically sig-
nificant, improvement of more than a half BLEU 
point was achieved when performing the simulta-
neous optimization (a score of 14.9 was measured 
over the test set). This reveals that some interac-
tions exist among the models in both components 
of the cascade system. Further study is necessary 
in order to better understand such interactions.  

5 Conclusions and future research 

This paper presented some statistical machine 
translation results among English, Spanish and 
Chinese, focusing on the exploration of Spanish-
morphology effects on Chinese to Spanish transla-
tion tasks. In this sense, the reduction of Spanish 
morphology produced an absolute improvement of 
more than four BLEU points in the Chinese to 
Spanish direction; and only produced an improve-
ment of a half BLEU point for the opposite transla-
tion direction. Although not strictly comparable, it 
was also observed that the accuracy achieved in the 
Chinese to Spanish translation task becomes com-
parable to the one achieved in the Chinese to Eng-
lish task when Spanish morphology is dropped.  

Further experimentation on approaching the 
problem of generating Spanish morphology as a 

                                                           
8 Another interesting observation is the fact that the cascade 
system is actually behaving in an analog manner to a series 
connection of two conductances: the cascade connection will 
perform poorer than the poorer of the two components. As an 
interesting fact, the reader can verify that the series combina-
tion of BLEUs holds approximately: 67.4 x18.9 / (67.4+18.9) 
= 14.7 ≈ 14.3. 

52



translation task by itself was also performed, and a 
small improvement over the direct Chinese to 
Spanish task was achieved by jointly optimizing a 
cascade system of two SMT components: the first 
one dealing with the problem of Chinese to lemma-
tized-Spanish translation, and the second one deal-
ing with Spanish-morphology generation. 

According to this, further research in Chinese–
Spanish SMT must consider as important issues 
the design and evaluation of strategies for handling 
Spanish morphology in the particular case of Chi-
nese to Spanish translation tasks. In this sense, bet-
ter understanding of model interactions and their 
implications in the translation task should be per-
formed. We will continue exploring new strategies 
in the direction presented in section 4. Addition-
ally, alternative means for Spanish morphology 
generation which are independent from the transla-
tion task should be considered and studied. 

Nevertheless, the actual drawback of the Chi-
nese–Spanish translation task is the lack of a paral-
lel corpus large enough for training a state-of-the-
art SMT system. Most of the problems identified in 
this work, which are related to the richness of Spa-
nish morphology, can be counteracted by means of 
a larger data set. In this sense, the development of 
bilingual Chinese–Spanish resources is also an-
other important issue to deal with. In order to pur-
sue research in this direction, the development of 
Chinese–Spanish translation models by combining 
translation models that involve intermediate lan-
guages should be explored (Wu & Wang, 2007; 
Cohn & Lapata, 2007). Additionally, methods for 
extracting parallel corpus from comparable corpora 
could also be an option for the automatic genera-
tion of parallel data sets for SMT purposes (Mun-
teanu & Marcu, 2005).  

In the next future, we intend to explore in more 
detail some of these options in the specific context 
of Chinese–Spanish statistical machine translation 
tasks. 
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Abstract

In the last years, statistical machine
translation has already demons-
trated its usefulness within a wide
variety of translation applications.
In particular, finite state models
are always an interesting framework
because there are well-known effi-
cient algorithms for their represen-
tation and manipulation. Never-
theless, statistical approaches have
rarely been performed taking into
account the linguistic nature of the
translation problem. This document
describes some methodological as-
pects of building category-based fi-
nite state transducers that are able
to consider a set of linguistic features
in order to produce the most linguis-
tically appropriate hypotheses.

1 Introduction

Machine Translation (MT) is a consolidated
area of research in computational linguistics
which investigates the use of computer soft-
ware to translate text or speech from one na-
tural language to another. The goal of MT
is very ambitious because it would involve a
reduction of the linguistic barriers in human
communication.

1This work was supported by the EC (FEDER)
and the Spanish projects TIN2006-15694-C02-01 and
the Consolider Ingenio 2010 CSD2007-00018

Despite their initial relative success, rule-
based systems were quickly challenged by
their rival inductive approaches, which adopt
some pattern recognition techniques to learn
the models. Statistical machine transla-
tion represents an interesting framework be-
cause the translation software is language-
independent, that is, different MT systems are
built if different parallel corpora are supplied.

Given a source sentence sJ
1

= s1 . . . sJ , the
goal of statistical machine translation is to

find a target sentence t̂
I

1 = t1 . . . tI , among all
the possible target strings tI

1
, that maximises

the posterior probability of tI
1

given sJ
1
:

t̂
I

1 = argmax
tI

1

Pr(tI
1|s

J
1 ) (1)

Since Pr(sJ
1
) is independent of tI

1
, the equa-

tion (1) can be rewritten to (2), using a joint
probability distribution that is modelled by
means of stochastic finite state transducers:

t̂
I

1 = argmax
tI

1

Pr(sJ
1 , tI

1) (2)

Despite the linguistic nature of languages
has been traditionally ignored in statistical
machine translation, there is some recent re-
lated work that tries to incorporate some lin-
guistic knowledge into a statistical framework
(Niessen, 2004; Gispert, 2006; Koehn, 2006).

The organization of this paper is as follows:
next section presents the statistical frame-
work; section 3 describes the methodologi-
cal aspects of building a category-based sys-
tem, where training and decoding steps are
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explained in depth; the experimental setup
and results are shown in section 4; finally, con-
clusions are briefly summed up at section 5.

2 Statistical framework

Machine translation can be seen as a process
of pattern recognition, where objects to be
tested are sentences from a source language.
These sentences should be coded in a process
of feature extraction in order to be classified
or described by a previously estimated model.

On the one hand, geometric feature extrac-
tion defines a real object s as a feature vector
where every observed feature is measured on s

and then annotated to the right position. On
the other hand, syntactic feature extraction
establishes a structural description of s, ac-
cording to some structure-based instructions.

Given that a text sentence s represents a
structural description, i.e. a string of symbols,
these word sequences have been traditionally
employed in the field of computational linguis-
tics as a result of a feature extraction process.

However, nobody ignores that the linguis-
tic nature of languages could be statistically
exploited in order to obtain some better mod-
els. In such a line, every word in a sentence is
expanded into a tuple of three different pieces
of information: on the one hand, the writ-
ten word itself, also known as surface form;
on the other hand, its base form, also re-
ferred in the literature as lemma; finally, a
linguistic feature vector reports information
about its lexical category together with a set
of linguistic properties, such as gender, num-
ber, etc. In this way, a traditional definition
of s = s1 . . . sJ would be replaced by an ex-
tended string s = (s1, m1, u1) . . . (sJ , mJ , uJ),
where mj stands for the lemma of word sj ,
and uj stands for its linguistic feature vector.

Given that a lemma can be seen as a lin-
guistic cluster, where words sharing the same
lemma are classified into the same cluster,
the vocabulary can be significantly reduced
by changing the words to their lemmas during
the estimation of the joint probability model.

Let s = (sJ
1
, mJ

1
, uJ

1
) and t = (tI

1
, nI

1
, vI

1
) be

a source and a target sentence respectively,
equation 2 can be tackled through a categori-

sation scheme:

Pr(sJ
1 , tI

1) = Pr(mJ
1 , nI

1) · Pr(uJ
1 |m

J
1 , nI

1) ·

Pr(vI
1 |m

J
1 , nI

1, u
J
1 ) ·

Pr(sJ
1 |m

J
1 , nI

1, u
J
1 , vI

1) ·

Pr(tI
1|m

J
1 , nI

1, u
J
1 , vI

1 , s
J
1 )

which, under certain assumptions, turns to:

Pr(sJ
1 , tI

1) ≈ Pr(mJ
1 , nI

1) · Pr(uJ
1 |m

J
1 ) ·

Pr(vI
1 |n

I
1) · Pr(sJ

1 |m
J
1 , uJ

1 ) ·

Pr(tI
1|n

I
1, u

J
1 , vI

1)

Lemma-based joint probability distribu-
tions Pr(mJ

1
, nI

1
) can be modelled by stochas-

tic finite state transducers, whereas spe-
cialised stochastic dictionaries can be esti-
mated to model uncategorising lemma-to-
word transformations nI

1
→ tI

1
, according

to a given source feature vector uJ
1
, assu-

ming that Pr(tI
1
|nI

1
, uJ

1
, vI

1
) is also indepen-

dent of vI
1
. This behaviour is based on a

Spanish↔Catalan machine translation sys-
tem (González, 2006) which assumes that lin-
guistic information is transferred from input
to output, remaining unaltered in most cases.

The equation (2) will then be expressed as:

n̂I
1 = argmax

nI

1

Pr(mJ
1 , nI

1)

t̂
I

1 = argmax
tI

1

Pr(tI
1|n̂

I
1, u

J
1 ) (3)

The search must be constrained in order
to perform first a lemma transduction oper-
ation, that is, translating from source to tar-
get lemmas, then turning lemmas into words,
through their corresponding feature vectors.

Specialised stochastic dictionaries can be
estimated following the maximum likelihood
approach in order to compute Pr(tI

1
|n̂I

1
, uJ

1
).

The specialisation criteria can be seen from
two equivalent points of view: on the one
hand, a stochastic dictionary can be trained
for every different target lemma, thus every
entry informs about how a feature vector can
be translated into a target word; or, maybe
more intuitively, training a lemma-to-word
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stochastic dictionary per each feature vector.
The calculation of Pr(tI

1
|n̂I

1
, uJ

1
) is carried out

by means of the contribution of all the indi-
vidual translation probabilities, that is:

Pr(tI
1|n̂

I
1, u

J
1 ) ≈

I∏

i=1

Pr(ti|n̂i, uαi
)

Formally, an alignment function α is a map-
ping α : i → j that assigns a source position
j to a target position i, αi = j. Alignments
are used as hidden variables in statistical ma-
chine translation models such as IBM mod-
els (Brown, 1990) or hidden Markov models
(Zens, 2002). Therefore, target lemmas be-
ing generated are able to know which source
position was responsible for their occurrence.

3 Probabilistic models

A weighted finite-state automaton is a tuple
A = (Γ, Q, i, f, P ), where Γ is an alphabet of
symbols, Q is a finite set of states, functions
i : Q → R and f : Q → R give a weight to the
possibility of each state to be initial or final,
respectively, and partial function P : Q×{Γ∪
{λ}} × Q → R defines a set of transitions
between pairs of states in such a way that each
transition is labelled with a symbol from Γ or
the empty string λ, and is assigned a weight.

A weighted finite-state transducer (Mohri,
2002; Kumar, 2006) is defined similarly to a
weighted finite-state automaton, with the dif-
ference that transitions between states are la-
belled with pairs of symbols that belong to
the cartesian product of two different (input
and output) alphabets, {Σ∪{λ}}×{∆∪{λ}}.

When weights are probabilities, and un-
der certain conditions, a weighted finite-state
model can define a distribution of probabi-
lities on the free monoid. In that case it is
called a stochastic finite-state model. Then,
given some input/output strings sJ

1
and tI

1
,

a stochastic finite-state transducer is able to
associate a probability Pr(sJ

1
, tI

1
) to them.

3.1 Inference of stochastic

transducers

The GIATI paradigm (Casacuberta, 2005)
has been revealed as an interesting approach

to infer stochastic finite-state transducers
through the modelling of languages. Rather
than learning translations, GIATI first con-
verts every pair of parallel sentences from the
training corpus into only one string to, after
all is done, infer a language model from.

More concretely, given a parallel corpus
consisting of a finite sample C of string pairs:
first, each training pair (x̄, ȳ) ∈ Σ⋆ × ∆⋆ is
transformed into a string z̄ ∈ Γ⋆ from an ex-
tended alphabet, yielding a string corpus S;
then, a stochastic finite-state automaton A
is inferred from S; finally, transition labels
in A are turned back into pairs of strings of
source/target symbols in Σ⋆ × ∆⋆, thus con-
verting the automaton A into a transducer T .

The first transformation is modelled by
some labelling function L : Σ⋆ × ∆⋆ → Γ⋆,
whereas the last transformation is defined by
an inverse labelling function Λ(·), such that
Λ(L(C)) = C. Building a corpus of extended
symbols from the original bilingual corpus al-
lows for the use of many useful algorithms for
learning stochastic finite-state automata (or
equivalent models) that have been proposed
in the literature about grammatical inference.

Every extended symbol from Γ has to con-
dense somehow the meaningful relationship
that exists between the words in the input and
output sentences. Discovering these relations
is a problem that has been throughly stu-
died in statistical machine translation and has
well-established techniques for dealing with
it. The concept of statistical alignment for-
malises this problem. Whether this function
is constrained to a one-to-one, a one-to-many
or a many-to-many correspondence depends
on the particular assumptions that we make.
Constraining the alignment function simpli-
fies the learning procedure but reduces the
expressiveness of the model. The available al-
gorithms try to find a trade-off between com-
plexity and expressiveness.

One-to-one and one-to-many alignment
functions would enable models to adopt the
categorisation scheme presented here because
they allow for alignments where one target po-
sition is aligned to only one source position.

One-to-one models do not seem a very ap-
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propriate approach provided that they would
require that source-target aligned sentences
had exactly the same number of words. Nev-
ertheless, one-to-many alignment models are
a current reference in machine translation re-
search community by means of their well-
known IBM models (Brown, 1990).

A smoothed n-gram model may be inferred
from the string corpus previously generated.
Such a model can be expressed in terms of
a weighted finite-state automaton. Since
every transition consumes only one symbol,
and given that all those extended symbols
are composed of exactly one source element,
the inverse labelling function can be straight-
forwardly applied. This way, transition labels
are turned back into pairs of source and target
items, thus becoming a stochastic transducer.

3.1.1 Alignment models

The conversion of every pair of parallel se-
quences into an extended symbols string fol-
lows this algorithm: for each target item from
left to right, merge it with its correspon-
ding source element iff the alignment does
not cross over any other alignment, in which
case it is delayed and attached to the last im-
plied source item. Spurious source and tar-
get elements are placed at their right position,
given that a monotonous order is always de-
manded. This procedure ensures that every
extended symbol is composed of one and only
one source symbol, optionally followed by an
arbitrary number of target symbols. For a
more detailed description about the labelling
function, see (Casacuberta, 2005).

The implementation of the categorisation
scheme will require increasing the information
to be included in every compound symbol.
More concretely, all the target lemmas being
produced by the model need to report which
relative source position they are coming from.

Figure 1 displays the two situations which
the labelling function may be involved with.

Whereas the first example (namely, the re-
lation ni → mj) is undoubtedly easy to solve,
the second one implies a little more of work.
One-to-one relationships clearly establish that
ni is aligned to the current source symbol be-

...

...mjmj mj′

nini
ni′

Figure 1: Two types of alignments

ing analysed mj . This is denoted as a relative
movement of 0, as it can be seen in figure 2.

Q Q’

mj

ni − 0

Figure 2: One-to-one compound symbols

On the other hand, crossing alignments
would imply delaying the output of {ni . . .}
until mj′ is being parsed, then producing the
full target segment ni . . . ni′ . Therefore, every
lemma being generated may not be aligned
with its corresponding input symbol as before,
but with some previously parsed one instead.

As a consequence, target lemmas are anno-
tated together with their relative distance to
the source lemma which they were aligned to.
Spurious elements do not need such annota-
tion because of their own spontaneous gene-
ration, which is independent of any particular
source item. In figure 1, ni is aligned to the
current source element mj′ , thus indicated as
a 0 relative movement. However, the emission
of ni′ will be delayed, then moving it further
away from its aligned input item mj . This re-
lative distance is then annotated next to the
output symbol ni′ as a reminder to allow for a
posterior backtracking performance. The re-
sult of such a labelling algorithm can be seen
over the final transducer, as figure 3 shows.

Q’Q Q’’

mj

λλ . . .

. . .

. . . mj′

ni − 0

ni′ − (j′ − j)

Figure 3: One-to-many compound symbols
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Note that the relative distance for ni′ is
computed as the subtraction of the input po-
sition aligned to, j, from the current one, j′.

3.2 The search problem

Word-to-word translation as in equation (2),
or lemma-to-lemma translation as in the first
equation of (3), are expressions of the MT
problem in terms of a finite state model that
is able to compute a joint probability. Given
that only the input sentence is known, the
model has to be parsed, taking into account
all the outputs that are compatible with the
input. The best target hypothesis would be
that one which corresponds to a path through
the transduction model that, with the high-
est probability, accepts the input sequence as
part of the input language of the transducer.

Although the navigation through the model
is constrained by the input sequence, the
search space can be extremely large. As a con-
sequence, only those partial hypotheses with
the highest scores are being considered as pos-
sible candidates to become the solution. This
search process is very efficiently carried out
by the well known Viterbi algorithm.

3.3 Stochastic dictionaries

A weighted dictionary is a table (a, b, W (a, b))
containing a set of translation pairs together
with a numerical indicator for their reliability.

If W (a, b) = Pr(a|b) and ∀y
∑

x

Pr(x|y) = 1,

then it can be called a stochastic dictionary.

Once a lemmatised source sentence has
been analysed by the transduction model,
output is expressed as a sequence of tar-
get lemmas. They can be turned into their
corresponding surface forms by means of
specialised stochastic dictionaries that take
into account the linguistic information of the
source elements which they are attached to.

Following the maximum likelihood ap-
proach, a stochastic dictionary can be esti-
mated by counting the absolute frequencies
of the observed events, properly normalised:

Pr(ti|ni) =
F (ti, ni)∑

x

F (x, ni)

These dictionaries can be learnt by means
of two different estimation methods: one con-
siders only a monolingual target corpus, thus
learning conversions through their own tar-
get linguistic information; and another one
that takes into account the statistical align-
ments over a bilingual corpus in order to
train lemma-word transformations according
to their corresponding source feature vectors.
In this case, the alignments that are needed
for learning the stochastic lemma-based trans-
ducers are also adequate for the extraction of
the lemma-to-word relative frequencies. An
outline of this method is depicted in figure 4.

words

lemmas

lemmas

vectors

words

TARGET

SOURCE

s1 s2 s3 s4

m1 m2 m3 m4

u1 u2 u3 u4

n1 n2 n3 n4 n5

t1 t2 t3 t4 t5

Figure 4: Using the source vectors for a bilin-
gual estimation of lemma-to-word dictionaries

3.4 On-the-fly integrated architecture

The equations in (3) represent the search
strategy in order to translate a test sentence
from a source language to a target language.
According to these equations, translation is
carried out in two separate steps: first, source
lemmas are transformed into target lemmas
through a finite state approach, then lemmas
are turned into words by means of specialised,
linguistic-based stochastic dictionaries.

However, this two step procedure can be
integrated into only one process, thus merging
the lemma-word conversions into the parsing
algorithm of the lemmatised input sentences.
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Let j be a current analysis position of the
input sequence mJ

1
, and let ni be a target

lemma being produced during the parsing of
mj . Given that a lemma-word translation
probability Pr(ti|ni) has been assumed to also
(and only) depend on the source feature vec-
tor uαi

which ni has been aligned to, and
since αi is always guaranteed to be a position
0 ≤ αi ≤ j that has already been analysed,
then Pr(ti|ni, uαi

) can be applied in order to
turn a target lemma ni into a target word ti.

Thanks to including the alignment informa-
tion in between the output symbols, it is pos-
sible to know for each lemma being generated
which input position it has been connected to.

As a result, every target lemma being pro-
duced as part of a partial output hypothesis
may be converted and stored as a target word,
without the need for waiting for the best out-
put hypothesis n̂I

1
to be completely generated.

Once the input sequence mJ
1

has been fully
parsed through the finite state model, a final

surface form t̂
I

1 has been produced on the fly.

4 Experiments

A set of preliminary experiments were carried
out in order to test the viability of our inte-
grated category-based translation approach.

Two tasks of very different difficulty degrees
were employed for the design of the experi-
mental setup. The EuTrans task is defined
on the restricted domain of sentences that a
tourist traveller would say at a hotel’s desk. It
is artificially generated from a set of schemas
of sentences. The characteristics of the Eu-
Trans corpus can be seen in table 1. Span-
ish to English translation was carried out over
this low-perplexity task.

On the other hand, this approach has been
also applied to a Portuguese–Spanish section
of the EuroParl corpus. The EuroParl corpus
is built on the proceedings of the European
Parliament, which are published on its web
and are freely available. Because of its nature,
this corpus has a large variability and com-
plexity, since the translations into the differ-
ent official languages are performed by groups
of human translators. The fact that not all
translators agree in their translating criteria

Table 1: EuTrans corpus characteristics

EuTrans Spanish English

Training Sentences 10.000
Run. words 97.1K 99.3K
Vocabulary 686 513

Closed test Sentences 2.996
Perplexity 4.9 3.6

Open test Sentences 3.000
Perplexity 4.9 3.6

implies that a given source sentence can be
translated in various different ways through-
out the corpus. Since the proceedings are not
available in every language as a whole, a dif-
ferent subset of the corpus is extracted for eve-
ry different language pair, thus evolving into
somewhat different corpora for each pair. The
corpus characteristics can be seen in table 2.

Table 2: Characteristics of pt–es EuroParl

EuroParl Portuguese Spanish

Training Sentences 915.570
Run. words 23.76M 23.95M
Vocabulary 141.6K 140.4K

Sub-train Sentences 50.000
Run. words 1.3M 1.3M
Vocabulary 37.3K 37.6K

Test Sentences 1.000
Train pp. 71.9 66.2

Sub-train pp. 121.3 103.5

EuTrans lemmatisation and linguistic la-
belling were carried out through the FreeL-
ing toolkit (Carreras, 2004), whereas SisHiTra
(González, 2006) was employed to analyse the
Spanish sentences from EuroParl. Portuguese
lemmas and feature vectors were provided
by the Spoken Language Systems Laboratory
from the Instituto de Engenharia de Sistemas
e Computadores I+D in Lisbon. Both Eu-
Trans and EuroParl corpora were aligned at
word level by means of the toolkit GIZA++.

Several tokenisation options were tested to
establish a starting point where the categori-
sation scheme proposed here could be applied.
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4.1 Evaluation metrics

The results were obtained by using the fol-
lowing evaluation measures:

BLEU (Bilingual Evaluation Understudy) score:
This indicator computes the precision of
unigrams, bigrams, trigrams, and tetra-
grams with respect to a set of reference
translations, with a penalty for too short
sentences. BLEU measures accuracy, not
error rate.

WER (Word Error Rate): The WER criterion
calculates the minimum number of edi-
tions (substitutions, insertions or dele-
tions) needed to convert the system hy-
pothesis into the sentence considered
ground truth. Because of its nature, this
measure is a pessimistic one.

4.2 Translation results

EuTrans is a very artificial translation task
which is frequently used for debugging pur-
poses. New approaches to statistical machine
translation are first tested on such a toy task
in order to establish some behaviour criteria.
The EuTrans results are reported in table 3.

Table 3: EuTrans results

Vocab. Pp. Metrics
EuTrans In Out In Out WER BLEU

Baseline 686 513 4.9 3.6 8.3 88.0
Tokenisation 624 513 5.2 3.6 8.1 88.0
Categorisation 476 503 4.6 3.6 11.8 82.0

Monolingual 22.0 64.3
Bilingual 13.1 78.9

As it can be seen, our linguistic categori-
sation approach is not worth the trouble for
EuTrans. Tokenisation techniques do per-
form a slight improvement on word error rate,
but lemmatisation make results get worse.
Whereas the results from “Categorisation”
lines represent a comparison with a prede-
fined lemmatised reference, thus evaluating
somehow the effect of the lemma transduc-
tion model, “Monolingual” and “Bilingual”
lines refer to the overall process of transla-
tion, according to the way specialised stochas-
tic lemma-to-word dictionaries were learnt.

Therefore, the “Categorisation” error rates
are always a lower limit of the overall system.
It can also be appreciated that there is a sig-
nificative difference between using a monolin-
gual or a bilingual lemma-to-word approach.

On the other hand, EuroParl is a more com-
plex task which is reflected through its vo-
cabulary and perplexity figures (see table 2).
Due to technical issues, experiments were car-
ried out by using only a subset of the trai-
ning corpus, which is composed of 50.000 sen-
tences. Lemmatisation can reduce vocabula-
ries about 50%, thus causing perplexities to
significatively fall as well, as table 4 shows.

Table 4: EuroParl vocabulary and perplexity

Vocab. Pp.
EuroParl In Out In Out

Baseline 37.3K 37.6K 121.3 103.5
Tokenisation 37.3K 37.5K 121.3 120.9
Categorisation 18.3K 19.3K 91.1 91.1

The EuroParl results are reported in table 5.

Table 5: EuroParl results

Metrics Model size
EuroParl WER BLEU States Arcs

Baseline 67.8 19.8 205K 1.06M
Tokenisation 65.7 20.0 200K 1.04M
Categorisation 61.3 23.0 166K 925K

Monolingual 81.0 3.0 38K
Bilingual 63.2 21.4 94K

In this case, using morphologically anno-
tated corpora helps to the translation process.
As well as tokenisation, categorisation also al-
lows for a better modelling of transference re-
lations between source and target languages.
The sizes of the models are also significatively
reduced, which means not only a memory sa-
ving, but also accelerating the decoding time.

Globally, if a bilingual approach is followed
to estimate the lemma-word dictionaries, thus
using the source linguistic feature vectors to
specialise them, then the methodology pre-
sented here outperforms the baseline system.

Again, monolingual estimation of dictionar-
ies does not perform well and table 6 can show
the reasons for such a so different behaviour.
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Table 6: Analysis of lemma-word conversions.
An impact is defined as a successful search
over the lemma-word dictionaries. If the
search fails, then lemmas are left unchanged.

Training EuTrans EuroParl

Spurious 3.6% 8.1%
Monolingual Impacts 11.3% 0%

Fails 85.1% 91.9%
Bilingual Impacts 93.1% 88.5%

Fails 3.3% 3.4%

From table 6, it seems quite clear why
monolingual training is doing worse. Impacts
and fails are oppositely distributed with res-
pect to the ones from a bilingual training.
Whereas a bilingual training reflects an ap-
proximate 90% of impacts, a monolingual
training associates this percentage to fails. If
most lemmas remain unchangeable, then the
evaluation results from tables 3 and 5 can be
explained, since the lemma-based hypotheses
are being compared to word-based references.

Massive fails for a monolingual training are
caused by a mismatch between source and
target feature vectors. This could be per-
fectly understood on the EuroParl task, as
two language-dependent linguistic tools were
employed for labelling. However, the FreeLing
toolkit was used on EuTrans task for both
languages, thus resulting quite disappointing
that labels are not consistent inter languages.

5 Conclusions

This paper has presented a category-based
approach to statistical machine translation,
which is based on linguistic information. An
integrated architecture, combining finite state
transducers and stochastic dictionaries has
been proposed. Some preliminary results are
rather limited but also encouraging enough.
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J. González, A. L. Lagarda, J. R. Navarro, L.
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Abstract

One of the weaknesses of the so-
called phrase based translation mod-
els is that they carry out a blind
extraction of the phrase translation
table, i.e., they do not take into
account the linguistic information
which is inherent to every language.
On the other hand, Part of Speech
(PoS) tagging is a problem that,
nowadays, presents a pretty mature
state of the art, obtaining error rates
of almost 2%. Because of this, the
use of automatically PoS-tagged cor-
pora in Statistical Machine Trans-
lation (SMT) with the purpose of
incorporating syntactical knowledge
and enhancing the results obtained
by state of the art SMT systems
seems quite natural. In this work,
we present results obtained on the
EuroParl corpus by creating an ex-
tended vocabulary composed of the
regular words and their PoS tags
concatenated to them.

1 Introduction

Machine Translation (MT) is a research field
of great importance in the European Commu-
nity, where language plurality implies both
a very important cultural richness and not
negligible obstacle towards building a unified
Europe. Because of this, a growing interest
on MT has been shown both by politicians

and research groups, which become more and
more specialised in this field. Although the
language plurality problem can be seen as a
more global problem, reaching in fact world
wide, in this paper we will be focusing on Eu-
ropean languages, due to the vast amount of
free data which is available for them.

Moreover, Statistical Machine Translation
(SMT) systems are receiving an increasing
importance in the last years. In the tasks
they have been trained on, SMT systems are
able to deliver similar translation quality than
rule-based machine translation systems, with
the benefit of requiring little human effort
when adapting to new language pairs, when-
ever suitable corpora are available.

(Brown et al., 1993) established what is
considered nowadays as the mathematical
background of modern SMT, defining the ma-
chine translation problem as follows: given a
sentence s from a certain source language, an
adequate sentence t̂ that maximises the pos-
terior probability is to be found. This leads
to the following formula:

t̂ = argmax
t

p(t|s)

Applying the Bayes theorem on this defini-
tion, one can easily reach the next formula

t̂ = argmax
t

p(t) · p(s|t)
p(s)

and, since we are maximising over t, the de-
nominator can be neglected, arriving to
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t̂ = argmax
t

p(t) · p(s|t)

where p(t|s) has been decomposed into two
different probabilities: the statistical language
model of the target language p(t) and the (in-
verse) translation model p(s|t).

Although it might seem odd to model the
probability of the source sentence given the
target sentence, this decomposition has a
very intuitive interpretation: the translation
model p(s|t) will account for the possible word
relations which can be established between
input and output language, whereas the lan-
guage model p(t) will ensure that the output
sentence is a well-formed sentence belonging
to the target language.

Recently, there have been several efforts,
coming from various research groups, to incor-
porate syntactic information into SMT sys-
tems (Kirchhoff et al., 2006; Popović and
Ney, 2006a). More specifically, Part of Speech
(PoS) tags have been used with the purpose of
reordering the input or output sentence and
obtaining a monotonous translation (Popović
and Ney, 2006b).

In this context, we will be exploring the use-
fulness of including PoS information within
the surface form (i.e. words) in each language,
with the purpose of performing a sort of dis-
ambiguation over words which cannot be dif-
ferentiated otherwise. We will be applying
this extension on Moses (Koehn et al., 2007b),
a phrase based (PB) SMT system.

Similar work was performed throughout the
JHU Summer Workshop 2006 (Koehn et al.,
2007a), when Moses was first built. In this
work, however, factored translation models
were used, and results on only a fraction of
EuroParl were reported.

The rest of this work is structured as fol-
lows: first, in section 2, we will make a brief
overview of the state of the art in PoS tagging.
In section 3, we will review briefly phrase
based SMT systems. In the next section, the
experimental setup we carried out is detailed,
and the translation results obtained are pre-
sented in section 5. Lastly, section 6 presents
the conclusions we arrived to.

2 Part-Of-Speech Tagging

As is usual in many fields of Pattern Recog-
nition and Language Modelling, the first PoS
taggers were rule based systems (Greene and
Rubin, 1971; Brill, 1992). However, the
tasks where these systems could be applied
belonged to a very restricted field, although
their use was enough general to enable them
to build tagged corpora, which were later on
revised by human experts. These corpora
were the key towards developing new, more
efficient taggers.

More recently, the statistical framework
gained a lot of importance, mainly because of
the easiness with which the statistical mod-
els could be applied to new tasks. In fact,
state-of-the-art PoS tagging is still driven by
Hidden Markov Models (HMM), which were
first applied by (Church, 1988), and later
on by (Brants, 2000), who developed a tag-
ger which still now belongs to the state of the
art.

Within this framework, the hidden states
represent the tags, whereas the observables
are the words in the original corpus. Hence,
transition probabilities depend of the origin
and target states, i.e., tag pairs. On the other
hand, observables only depend on the PoS tag
assigned in the emission state. Formally, as
defined by (Brants, 2000):

argmax
l1...lT

[
T∏

i=1

p(li|li−1, li−2) · p(wi|li)
]
·p(lT+1|lT )

where w1 . . . wT is a sequence of words for
length T and l1 . . . lT are elements of the set
of PoS tags. The tags l−1, l0, lT+1 are tags
indicating the beginning and the end of the
sequence and are added to the set of tags for
coherence purposes, but also because their in-
clusion implies a slight performance increase.

Moreover, Brants introduced a smoothing
technique based on unigram, bigram and tri-
gram interpolation, obtaining the following
formula for the probability of a trigram:

p(l3|l1, l2) = λ1p̂(l3) + λ2p̂(l3|l2) +
λ3p̂(l3|l1, l2) (1)
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where p̂ are the maximum likelihood estima-
tions of the probabilities, and λn represents
the weights of each one of the n-grams, obey-
ing the restriction λ1 + λ2 + λ3 = 1, so that p
will remain a probability distribution.

In this work, we will be using the TnT Tag-
ger (Brants, 2000) for tagging the German–
English corpus and the FreeLing (Asterias et
al., 2006) for tagging the Spanish–English cor-
pus. Both these taggers are HMM based. Al-
though PoS tagging is a monolingual prob-
lem and the English side of both parallel cor-
pora could be tagged with the same toolkit,
we did not do so because we took advantage
of data we already had available, and both
taggers present similar precision rates of over
97% (Brants, 2000; Asterias et al., 2006).

3 Phrase-based models

In the last years, phrase based (PB) mod-
els (Tomas and Casacuberta, 2001; Marcu
and Wong, 2002; Zens et al., 2002; Zens and
Ney, 2004) have proved to provide a very
efficient framework for MT. Computing the
translation probability of a given phrase, i.e.
a sequence of words, and hence introduc-
ing information about context, these SMT
systems seem to have mostly outperformed
single-word models, quickly evolving into the
predominant technology in the state of the
art (Koehn and Monz, 2006a).

3.1 The model

The derivation of PB models stems from the
concept of bilingual segmentation, i.e. se-
quences of source words and sequences of tar-
get words. It is assumed that only segments of
contiguous words are considered, the number
of source segments being equal to the number
of target segments (say K) and each source
segment being aligned with only one target
segment and vice versa.

Let I and J be the lengths of t and s
respectively1. Then, the bilingual segmen-

1Following a notation used in (Brown et al., 1993),

a sequence of the form zi, . . . , zj is denoted as zj
i . For

some positive integers N and M , the image of a func-
tion f : {1, 2, . . . , N} → {1, 2, . . . , M} for n is denoted
as fn, and all the possible values of the function as fN

1

tation is formalised through two segmenta-
tion functions: µ for the target segmentation
(µK

1 : µk ∈ {1, 2, . . . , I}, 0 < µ1 ≤ µ2 ≤ . . . ≤
µk = I) and γ for the source segmentation
(γK

1 : γk ∈ {1, 2, . . . , J}, 0 < γ1 ≤ γ2 ≤ . . . ≤
γk = J). The alignment between segments is
introduced through the alignment function α
(αK

1 : αk ∈ {1, 2, . . . , K}, α(k) = α(k′) iff k =
k′).

By assuming that all possible segmenta-
tions of s in K phrases and all possible seg-
mentations of t in K phrases have the same
probability independent of K, then p(s|t) can
be written as:

p(s|t) ∝
∑

K

∑

µK
1

∑

γK
1

∑

αK
1

K∏

k=1

p(αk| αk−1) ·

p(s
γαk
γαk−1+1|tµk

µk−1+1) (2)

where the distortion model p(αk| αk−1) (the
probability that the target segment k is
aligned with the source segment αk) is usu-
ally assumed to depend only on the previous
alignment αk−1 (first order model).

3.2 Learning phrase-based models

Ultimately, when learning a PB model, the
purpose is to compute a phrase translation ta-
ble, in the form

{(sj . . . sj′
)
, (ti . . . ti′) , p(sj . . . sj′ |ti . . . ti′)}

where the first term represents the input
(source) phrase, the second term represents
the output (target) phrase and the last term
is the probability assigned by the model to the
given phrase pair.

In the last years, a wide variety of tech-
niques to produce PB models have been re-
searched and implemented (Koehn et al.,
2003). Firstly, a direct learning of the pa-
rameters of the equation p(sj′

j |ti
′

i ) was pro-
posed (Tomas and Casacuberta, 2001; Marcu
and Wong, 2002). At the same time, heuris-
tics for extracting all possible segmentations
coherent with a word-aligned corpus (Zens et
al., 2002), where the alignments were learnt
by means of the GIZA++ toolkit (Och and
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Ney, 2003), were also proposed. Other ap-
proaches have been suggested, exploring more
linguistically motivated techniques (Sánchez
and Bened́ı, 2006; Watanabe et al., 2003). In
this paper, we report experiments using the
heuristic, (word) alignment-based phrase ex-
traction algorithm.

3.3 Decoding in phrase-based models

Once a SMT system has been trained, a deco-
ding algorithm is needed. Different search
strategies have been suggested to define the
way in which the search space is organised.
Some authors (Ortiz et al., 2003; Germann
et al., 2001) have proposed the use of an
A? algorithm, which adopts a best-first strat-
egy that uses a stack (priority-queue) in or-
der to organise the search space. On the
other hand, a depth-first strategy was also
suggested in (Berger et al., 1996), using a set
of stacks to perform the search.

4 Experimental setup

In this section we will be describing the Eu-
roparl corpus (Koehn, 2005) on which we per-
formed our experiments, how it is structured,
how we added PoS information to the sys-
tem built, and how this information affects
the language model and vocabulary sizes.

4.1 The Europarl corpus

The Europarl corpus (Koehn, 2005) is built
from the proceedings of the European Par-
liament, which are published on the web,
and was acquired in 11 different languages.
However, in this work we will only focus
on the German–English and Spanish–English
corpus, due to the fact that it is much easier
to find good PoS taggers for these languages.

For our experiments, we used the second
version of this corpus, which is the one de-
scribed in (Koehn, 2005) and the one that
was used in the 2006 Workshop on Machine
Translation of the NAACL (Koehn and Monz,
2006b). This corpus is divided into four sep-
arate sets: one for training, one for develop-
ment, one for test and another test set which
was the one used in the workshop for the final
evaluation. This test set will be referred to

as “Test”, whereas the test set provided for
evaluation purposes outside the final evalua-
tion will be referred to as “Devtest”. It must
be noted that the Test set included a surprise
out-of-domain subset, and hence the transla-
tion quality on this set will be significantly
lower.

Since the original corpus is not sentence-
aligned, and not every English sentence has
its corresponding translation in German and
Spanish (or vice-versa), two different corpora
are obtained while constructing the German–
English and Spanish–English parallel bilin-
gual corpora. The characteristics of these cor-
pora can be seen in Table 1.

It seems important to point that the av-
erage length of the sentences in German is
always shorter than the average mean of the
sentences in English, and the sentences in En-
glish are as well longer than the ones in Span-
ish. Moreover, the vocabulary size in German
is more than 2,5 times bigger than the En-
glish vocabulary. This is due to the aggluti-
native nature of German, that has the abil-
ity of building compound words from simple
words. For example, “Nachttisch” comes from
the words “Nacht” and “Tisch” and means,
literally “nighttable”. This grants German
an enormous lexical richness, but hinders the
training of MT systems that involve German,
either as source or target language. In addi-
tion, the fact that the average sentence length
in the training subsets is much shorter than
in the other sets is because in the cited work-
shop the training set was restricted to sen-
tences with a maximum length of 40 words,
whereas the other three subsets did not have
this restriction.

Since the translations in the corpus have
been written by a big number of different
human translators, a same sentence may be
translated in several different ways, all of
them correct. This fact increases the diffi-
culty of the corpus, and can be seen in the
number of different pairs that constitute the
training set, which is very similar to the total
number of pairs. An example is the English
sentence “We shall now proceed to vote.”. It
appears translated both as “Se procede a la
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Table 1: Characteristics of the German–English and Spanish–English Europarl corpus

German English Spanish English

Training

Sentences 751088 730740
Different pairs 735792 715615
Running words 15257871 16052702 15725136 15222505
Vocabulary size 195291 65889 102886 64123
Average length 20.3 21.4 21.5 20.8

Development

Sentences 2000 2000
Running words 55147 58655 60628 58655
Average length 27.6 29.3 30.3 29.3
Out of vocabulary 432 125 208 127

Devtest

Sentences 2000 2000 2000 2000
Running words 54260 57951 60332 57951
Average length 27.1 29.0 30.2 29.0
Out of vocabulary 377 127 207 125

Test

Sentences 3064 3064 3064 3064
Running words 82477 85232 91730 85232
Average length 26.9 27.8 29.9 27.8
Out of vocabulary 1020 488 470 502

Table 2: Perplexity of the various corpus sub-
sets with 3-grams and 5-grams.

3-gram 5-gram

Dev
German 127.6 148.6
English 74.6 89.9
Spanish 74.2 89.0

Devtest
German 128.8 149.8
English 73.7 88.9
Spanish 75.3 90.6

Test
German 199.7 221.1
English 118.5 134.5
Spanish 103.2 117.9

votación.”, which is quite a faithful transla-
tion, and “El debate queda cerrado.”, which
means “the debate is now closed”. Although
these two Spanish sentences are clearly differ-
ent, one can clearly imagine a scenario where
both translations would fit.

In the shared task of the NAACL06 Work-
shop on Statistical Machine Translation, the
baseline system used 3-grams as language
model, whereas in the shared task of the
ACL07 Workshop, which used a newer and
somewhat bigger version of the Europarl cor-
pus, the baseline system was constructed

with a language model consisting on 5-grams.
Since we will be performing experiments both
with 5-grams and with 3-grams, the perplex-
ity of the various subsets of the corpus are
shown in Table 2. These language mod-
els were computed with the SRILM (Stolcke,
2002) toolkit, applying interpolation with the
Kneser-Ney discount.

4.2 Preparing the system

Before training the translation models, we
PoS tagged all the subsets of the two corpora,
obtaining a tagged bilingual corpus. Then, we
concatenated the PoS tag to each one of the
words, obtaining an extended vocabulary and
producing two new different “languages”. Al-
though the PoS taggers used have very high
success rates, the fact of learning a transla-
tion model that involving PoS tags introduces
noise in the system, and the error rates of
the PoS tagger must affect the final transla-
tion quality. Nevertheless, we expect that the
benefit obtained will be higher than the error
introduced.

Given that for translating we will also need
a target language model, we trained three new
language models, one for each of the new “lan-
guages” that was produced by adding the PoS
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Table 3: Perplexity of the various corpus sub-
sets with concatenated PoS tags.

3-gram 5-gram

Dev
GermanˆPoS 129.9 151.1
EnglishˆPoS 77.0 89.9
SpanishˆPoS 74.0 89.0

Devtest
GermanˆPoS 130.9 152.0
EnglishˆPoS 76.1 88.9
SpanishˆPoS 75.1 90.4

Test
GermanˆPoS 202.7 223.7
EnglishˆPoS 124.5 134.5
SpanishˆPoS 102.9 117.7

tags. Their with respect to the different sub-
sets of the corpus is shown in table 3. It can
be seen that the perplexity does not suffer an
important variation by introducing the PoS
tags. This seems encouraging, since it im-
plies that adding the PoS information does
not necessarily mean that the language model
will be worse. However, it must also be taken
into account that the vocabulary sizes do in-
crease significantly: in the case of German,
the size increases from 195291 to 212929, in
the case of Spanish from 102886 to 109634 and
in the case of English from 65889 to 81436,
in the German–English subcorpus, and from
64123 to 79229 in the Spanish–English sub-
corpus. This means an increment of about
10% for German, 5% for Spanish and 22% for
English. The fact that it is in English where
the vocabulary size is most increased can be
explained because of the relatively small vo-
cabulary size that the original English corpus
has: since there are fewer words, each word
is bound to have, in average, a higher number
of different syntactic functions, and hence will
be assigned to a wider range of different PoS
tags.

5 Translation Experiments

For our translation experiments we used the
Moses toolkit (Koehn et al., 2007b). This
toolkit involves the estimation of four dif-
ferent translation models, which are in turn
combined in a log-linear fashion by adjust-
ing a weight for each of them by means of

the MERT (Och, 2003) procedure. For this
purpose, a held-out corpus was used, namely
the “Development” subset described in sec-
tion 4.1.

Following previous works in SMT, and for
comparability purposes, we will be evaluat-
ing our system with BLEU (Papineni et al.,
2001) and WER. BLEU measures the preci-
sion of unigrams, bigrams, trigrams and 4-
grams with respect to a set of reference trans-
lations, with a penalty for too short sentences.
The WER criterion computes the minimum
number of editions (substitutions, insertions
and deletions) needed to convert the trans-
lated sentence into the sentence considered as
ground truth. WER is a pessimistic measure
when applied to MT.

Once the different corpus subsets had been
tagged, we trained three different translation
models.

The first one, which we used as baseline,
was trained by applying the Moses toolkit
directly. The second one was trained with
the extended vocabulary corpus, using the ex-
tended words throughout the whole training
and translation (decoding) process. Finally,
a third translation model was learnt by us-
ing the extended vocabulary only to obtain
the word alignments, necessary for the phrase-
extraction algorithm to obtain phrases. The
results can be seen in table 4. In all cases, we
used a 5-gram language model, which is the
one used as baseline for the 2007 Workshop in
Machine Translation of the ACL.

In this table, the column “wordˆPoS”
shows the results for the second experimen-
tal setup described above. The last column
presents the results obtained by only using the
extended vocabulary for alignment purposes.

Unfortunately, in the case of “wordˆPoS”
almost all the results obtained are slightly (al-
though not significantly) worse than those ob-
tained with the baseline system. In the case of
“pos-align”, most of the results obtained im-
proved by some tenths the baseline, except for
the case of English→Spanish. On the other
hand, adding PoS information seems to per-
form slightly better on the test set, where out-
of-domain sentences were added. However,
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Table 4: Translation scores when extending the vocabulary with the PoS tags.

baseline wordˆPoS pos-align
pair subset WER BLEU WER BLEU WER BLEU

Es-En
Devtest 57.7 31.6 57.8 31.5 57.5 31.7
Test 57.8 30.6 58.1 30.3 57.5 30.8

En-Es
Devtest 58.4 31.3 58.7 31.1 58.6 31.0
Test 57.5 30.3 57.7 30.2 57.6 30.1

De-En
Devtest 65.5 26.2 65.5 26.2 65.0 26.3
Test 68.1 23.7 68.7 23.7 67.5 24.1

En-De
Devtest 71.6 18.8 71.3 18.9 71.3 18.9
Test 72.5 16.4 72.6 16.4 72.5 16.5

these slight improvements are not statistically
significant.

Only as a small experiment, we checked
what would the situation be if the lan-
guage model used was a 3-gram instead of
a 5-gram. In this case, and for the pair
German→English, the score was boosted by
1.4 BLEU points on the devtest subset, from
a 24.55 baseline score to a 25.95 obtained in
the “wordˆPoS” setting. Quite interestingly,
the score obtained in this setting is almost
the same (just two tenths less) than the one
obtained with a 5-gram. Hence, PoS informa-
tion might be more useful in a task where the
amount of data available is lower.

6 Conclusions

The results shown in this paper are discourag-
ing in the sense that they seem to imply that
adding PoS-tag information does not yield
significant improvements on the quality of the
final translation produced.

However, this might be so in the case of the
EuroParl corpus, where a fairly big amount
of data is available. Nevertheless, the use
of PoS-tag information could be explored in
tasks where the amount of training data is
sparser. As future work, we plan to investi-
gate this.
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Moses: Moving Open Source MT towards Linguistically Richer Models

Philipp Koehn

University of Edinburgh, UK

The Moses open source machine translation system has been developed since 2006. 

Not only a competitive platform for building machine translation system has been 

created, it was also widely adopted by the research community as the baseline or ref-

erence system.

 

One aspect of recent research efforts that are implemented in Moses are statistical 

machine translation models that leverage linguistically annotated text, and thus allow 

the generalization of linguistic categories as well as the enforcement of linguistic 

contraints. 

71



72



Recent Advances in Spoken Language Translation

Marcello Federico

FBK, Trento, Italy

The talk  is  structured  in  three  parts.  The first  part  overviews  problems and ap-

proaches to spoken language translation. The second part presents challenges  and 

achievements of the European Project TC-STAR, that ended in 2007. The third part 

describes advances in the use of confusion networks as interface between  automatic 

speech recognition and machine translation.  In particular, I will discuss an efficient 

implementation of a decoding algorithm for confusion networks and describe its use 

to translate  ASR word lattices and to enrich translations with punctuation marks. I 

will also report  experimental results on the translation of speeches of the European 

Parliament, from Spanish to  English and viceversa.
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Combining Approaches to Machine Translation: the DCU Experience

Andy Way

DCU University

Until quite recently, having a 'hybrid' MT system meant enriching rules in a transfer-

based system with statistics in order to constrain the processing of the system de-

pending on different contexts.

We have conducted a number of novel pieces of research where this  concept of 'hi-

bridity' has been extended to allow sources of information  other than just 'rules' and 

'statistics' to be combined to good effect. These include:

● comparing EBMT and word-based SMT [Way & Gough, 2005]

● combining  chunks  from  EBMT  and  PB-SMT  [Groves  &  Way,  2005a/b, 

2006]

● adding statistical language models to EBMT [Groves & Way, 2005b, 2006]

● (attempts at) combining chunks from two different EBMT systems augment-

ing PB-SMT with subtree pairs [Tinsley et al., 2007]

● incorporating supertags into PB-SMT [Hassan et al., 2006, 2007, 2008]

● adding source language context into PB-SMT [Stroppa et al., 2007]

● combining examples, statistics and rules in tree-based translation [Hearne & 

Way, 2003, 2006]

We will present the rationale behind these pieces of research, describe the various 

improvements  made,  and comment on other  possible  system combinations  which 

might improve system performance further. 
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