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CHAPTER 1

Introduction

This introductory chapter of the document is organized as follows. Section 1.1
describes our research framework and presents some concepts to introduce the
reader in the notion of Implicit Semantic Role Labelling (ISRL). After that,
section 1.2 describes the main goals of our research. Section 1.3 presents the
main contributions of our research related with their corresponding chapters.
Finally, we describe the organization of the rest of the document in section
1.4.

1.1 Research framework

Natural Language Processing is a sub-field of Artificial Intelligence that faces
the task of analysing and processing automatically natural human language.
The development of systems capable of understanding textual expressions
has been a challenge for linguistics and computer scientists for many years.
As many other areas in Artificial Intelligence, first systems obtained very
successful performances working in very closed domains. However, these early
systems had to address really challenging problems when applied to real world
tasks. Nowadays, computational linguistics is still a main focus of interest for
scientists due to their relevance and intrinsic difficulties.



4 Introduction

One of the main problems that researchers must face is that the texts
need to be accurately analysed at many distinct levels for a full understand-
ing. Furthermore, each of these levels are affected by ambiguous expressions
that can not be interpreted in isolation. Solving the inherent ambiguity and
vagueness of natural language is the main goal of several tasks in natural
language processing.

For example, the correct semantic interpretation of the text demands for
capturing the meaning of each word according to their context. This process
is called Word Sense Disambiguation (WSD) (Agirre and Edmonds, 2007)
and is the task of matching each word with its corresponding word sense in a
lexical knowledge base, like WordNet (Fellbaum, 1998). This semantic anal-
ysis can be performed over any type of word, as nouns, verbs or adjectives,
and also over named entities. In the later case, the task, called Named En-
tity Recognition (NER) (Nadeau and Sekine, 2007), focuses in labelling the
entities with general semantic categories like person, organization or place.
However the semantic interpretation of a sentence do not only depends on
the meaning of the words. Semantic Role Labelling (SRL) (Gildea and Ju-
rafsky, 2000, 2002) tries to discover the predicates and its semantic roles in a
sentence. In other words, who make what in a sentence. Like WSD, it is also
to label each element of the sentence with knowledge taken from a semantic
source, like FrameNet (Baker et al., 1998), PropBank (Palmer et al., 2005) or
NomBank (Meyers et al., 2004), that describes predicate structures including
roles as Agent, Patient or Location.

Previous tasks limit their scope to expressions occurring within the same
sentence boundaries, but full understanding of the discourse requires relating
elements occurring in different parts of the document. This process requires
to perform a pragmatic analysis. For instance, many times some components
of the text can be only interpreted by matching those mentions that refer to
the same entity or event. The task of capturing such mentions for every entity
is called Coreference Resolution (CR) (Poesio et al., 2011) and, depending on
the approach, can face both nominal entities and events (Humphreys et al.,
1997). The clusters resulting of merging coreferent mentions gives a complete
idea about all the events, and their participants, that appear in the discourse.
Discovering and labelling the relationships between the different events have
been the focus of a number of research lines. For instance, a very important
task for language understanding is sorting the events in order to reconstruct
narrative chains or story lines. This task can be approached by relating each
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pairs of events by temporal labels (Schilder et al., 2007), as Before, After
or Simultaneous. This job can be also carried out by obtaining the complete
narrative schema (Chambers and Jurafsky, 2009) of the events that share
the same participants in the discourse.

But temporality is not the only type of event relations expressed in a text.
For example, common narrations include descriptions about which events
causes other events, which events are parts of more complex events, etc. In
the literature, there exists some theories that try to formalize the relations
that occur at the discourse level (Webber et al., 2012) and are the base
for systems that guess this type of complex pragmatic parsing. However, al-
though many advances have been performed for all these task independently,
the join interpretation of the human language is far to be completely reached,
and there are a bunch of aspects that require further investigation.

In short, natural language understanding demands deep semantic and
pragmatic analysis to infer the ambiguous and inherent knowledge that re-
mains inside the explicit realizations of the elements of the discourse. We can
say that the correct interpretation of a written text is the correct labelling
of the actions and the actors, and capturing the relations that connect all of
them. For this, many analysis must be performed both at sentence and doc-
ument level. This process should result not only in representing the explicit
information but also in discovering the implicit information denoted by the
text.

1.2 Main goals

As said in the previous section, even a joint application of a set of seman-
tic and pragmatic analysis can be unable to provide a full interpretation
of the text because there remains a great amount of information that lies
behind the explicit realizations of the text. Specifically, Semantic Role La-
belling (SRL) systems frequently returns incomplete role structures. This fact
can give the misconception that the text describes insufficient information
about the events described. However, human reader can overcome this ap-
parent lack of information by inferring and recovering the missing roles from
the discourse. Those roles, whose fillers do not share any syntactic relation
with their predicates, are called Implicit Semantic Roles and according
to Palmer et al. (1986) can be considered as a special case of anaphora.
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[arg0 The network] had been expected to have [np losses] [arg1 of as
much as $20 million] [arg3 on baseball this year]. It isn’t clear how much
those [np losses] may widen because of the short Series.

Table 1.1: Traditional SRL misses the roles of the predicate losses.

Quest Medical Inc said it adopted [arg1 a shareholders’ rights] [np plan]
in which rights to purchase shares of common stock will be distributed as
a dividend to shareholders of record as of Oct 23.

Table 1.2: The arg0 of the predicate plan is missed by traditional SRL systems.

In consequence, works that have faced the task of Implicit Semantic
Roles Labelling (ISRL) combine SRL and entity Coreference Resolution
(CR) techniques, because, traditionally, SRL systems have focused in search-
ing the fillers of those explicit roles appearing within sentence boundaries
(Gildea and Jurafsky, 2000, 2002; Carreras and Màrquez, 2005; Surdeanu
et al., 2008; Hajič et al., 2009). These systems limited their search-space
to the elements that share a syntactical relation with the predicate. How-
ever, when the participants of a predicate are implicit, this approach obtains
incomplete predicative structures with null arguments.

The example in Table 1.1 contains the gold-standard annotations for a
traditional SRL process. That analysis includes annotations for the nominal
predicate loss based on the NomBank structure (Meyers et al., 2004). In this
case the annotator identifies, in the first sentence, the arguments arg0, the
entity losing something, arg1, the thing lost, and arg3, the source of that
loss. However, in the second sentence there is another instance of the same
predicate, loss, but in this case no argument has been associated with it.
Traditional SRL systems facing this type of examples are not able to fill the
arguments of a predicate because their fillers are not in the same sentence of
the predicate. Moreover, these systems also let unfilled arguments occurring
in the same sentence, like the example in Table 1.2. For the predicate plan
in that sentence, a traditional SRL process only returns the filler for the
argument arg1, the theme of the plan.

However, in both examples, a human reader could easily infer the missing
arguments from the surrounding context of the predicate, and determine that
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It isn’t clear how much those [np losses] may widen because of the short
Series. [iarg0 The network] [iarg1 of as much as $20 million] [iarg3 on
baseball this year]

Quest Medical Inc said it adopted [arg1 a shareholders’ rights] [np plan]
in which rights to purchase shares of common stock will be distributed as a
dividend to shareholders of record as of Oct 23. [iarg0 Quest Medical Inc]

Table 1.3: Implicit arguments (iargn) inferred from the context.

in the example in Table 1.1 both instances of the predicate share the same
arguments and in the case in Table 1.2 the missing argument corresponds
to the subject of the verb that dominates the predicate, Quest Medical Inc.
The result of this inference process is shown in Table 1.3. Obviously, these
additional annotations could contribute positively to its semantic analysis.
In fact, Gerber and Chai (2010) pointed out that implicit arguments can
increase the coverage of argument structures by 71%. However, current au-
tomatic systems dealing with implicit semantic roles require large amounts
of manually annotated training data for each predicate. In fact, the effort
required for this manual annotation explains the absence of generally appli-
cable tools for this task.

The research we present on this dissertation aims to label Implicit Se-
mantic Roles, but stars with the hypothesis that this task has strong de-
pendences with the different coreferent elements in a discourse. Specially,
solving nominal and event coreference and the recovering of event-relations
can contribute to capture explicit evidence about the actual fillers of the
elided roles. In fact, our research has two main goals:

1. To study Implicit Semantic Role Labelling with respect to three
different types of relations in the discourse. First, solving implicit roles
as a special case of anaphora resolution. Second, taking into account the
event coreference. Finally, including some entailment relations between
roles and predicates.

2. To study and develop novel methods, tools and resources to overcome
the lack of training data. First, applying lexically independent features
that generalize for any predicate. Second, developing deterministic al-
gorithms that do not require any training data. Finally, exploiting wide
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coverage lexical knowledge resources to obtain rules that relate events
and arguments semantically.

1.3 Main contributions

Implicit Semantic Roles Labelling is the task of finding the fillers of the
roles of the predicates beyond syntactic dependencies and sentence bound-
aries. For this type of analysis, a system must combine techniques of both
semantic and pragmatic processing. We propose a novel approach to solve
implicit roles in a discourse as anaphoric expressions that depend on the
coreferent information of the events. Furthermore, we also face the challenge
of working with very sparse training sets that are very complex to develop.
In order to cover these two aspects, we study and combine a set of methods,
tools and resources in three different approaches.

Our first approach follows previous works that relate ISRL with entity
coreference. We study some methods commonly used for anaphora and coref-
erence resolution in order to describe a set of features that do not depend
lexically on the predicates. Consequently, we train a model that can general-
ize better for predicates with no manual training set. This model is trained
and evaluated in a corpus based on FrameNet and obtains the best results
on this dataset.

For the second approach we introduce a new strategy that exploits event
coreference. We follow the intuition that different mentions of the same event
in a discourse tend to share their roles. As result, we develop ImpAr, a de-
terministic algorithm that does not require any training data. This algorithm
is evaluated in a dataset based on PropBank and NomBank annotations. Its
performance shows competitive results with fully supervised systems and,
unlike them, it can be applied to any predicate.

Finally, we present a new approach that extends the basic configuration
of ImpAr. In this case, we take advantage of the semantic relations between
roles defined in FrameNet. These relations are included in ImpAr in order
to discover entailments between the events. The evaluation proves that this
kind of information can improve the results of ISRL systems.

Moreover, we have obtained other interesting results as a side-effect of
the work carried out during this research. The main contributions presented
in this document are the following:
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• An exhaustive overview of the state of the art about implicit semantic
roles and other types of natural language phenomena that are also
related to this task. See chapter 2.

• A novel model for Implicit Semantic Role Labelling that focuses in
relating different types of coreferential elements on the discourse, in-
cluding entities and events. See chapter 3.

• The description and comparison of the two existing evaluation frame-
works for ISRL. One based on FrameNet and another based on Prop-
Bank/NomBank. This study covers both the datasets and the scorers
used. See chapter 3.

• Focusing on FrameNet, a new method to determine which missing roles
must be recoverable from the context that outperforms previous ap-
proaches. See chapter 4.

• A set of lexically independent features to train a supervised system
that, following previous related works, considers the implicit roles as
a particular case of anaphora. The system is trained and evaluated in
the FrameNet dataset, which contains a very sparse training set. This
approach obtains the best results on this dataset. See chapter 5.

• A deterministic algorithm for ISRL that combines an adapted version
of a well known method of anaphora resolution and a basic approach
for event coreference. The algorithm, evaluated in the dataset based
on ProbBank/NomBank, obtains results comparable to those obtained
by fully supervised systems but, unlike them, it can be applied for
any predicate, even when there is not any training data available. See
chapter 6.

• A novel approach for exploiting semantic relations between predicates
and semantic roles for ISRL. The results show that using relations such
as those described in FrameNet improves the performance of an ISRL
system. See chapter 7.

• A new automatic mapping between FrameNet and PropBank/NomBank.
According to the evaluation results, the mapping provides a reliable set
of links that outnumber existing manual mappings. See chapter 7.
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• A new resource resulting of transferring the semantic relations of FrameNet
to the predicates and roles of PropBank/NomBank. See chapter 7.

1.4 Organization of the document

This thesis presents chronologically the research we have carried out on Im-
plicit Semantic Role Labelling. Starting from a general basic model, each
chapter includes incrementally new approaches and methods. The rest of
this document is organized as follows:

• Chapter 2: State of the art

This chapter presents an in depth review of the state of the art on
implicit semantic role labelling and related tasks. It shows a general
overview of different types of analysis over the text for the interpre-
tation of the discourse. Among them, we describe more deeply those
that are closely related with the methods proposed in this dissertation.
That is, Semantic Role Labelling and both entity and event coreference
resolution. Finally, the chapter revises all state of the art approaches
to Implicit Semantic Role Labelling, including the available evaluation
frame-works.

• Chapter 3: A framework for Implicit Semantic Role Labelling

This chapter presents a complete description of the framework of the
research that will be developed in the rest of chapters of this work. It
describes a new general model for Implicit Semantic Role Labelling that
exploits different coreferential elements related along the discourse. It
includes a brief summary of the techniques we propose to overcome
the lack of annotated corpora for ISRL. We list how the subsequent
chapters relate these techniques with our model. The chapter also de-
scribes the two available datasets and the scoring methodologies we use
to evaluate our approaches.

• Chapter 4: First steps for Implicit Semantic Role Labelling

This chapter briefly describes the general approach for ISRL consisting
in two steps. The first one selects the missing roles of a predicate men-
tion and the second one captures the actual fillers of these roles in the



1.4 Organization of the document 11

surrounding context of the predicate. The chapter focuses on the dif-
ferences between FrameNet and PropBank when facing the first step.
We emphasize the relevance of that step for FrameNet based labelling
and include an initial system for detecting the missing roles for this
schema.

• Chapter 5: Elided roles as a particular case of anaphora

This chapter follows previous works that relate ISRL with zero anaphora.
It contains a detailed study of a set of features that have been tradi-
tionally used to solve anaphora and entity coreference. Focusing on the
FrameNet dataset, we propose an adaptation of those features for im-
plicit roles trying to make them not lexically-dependant. We describe
how they behave on this dataset, obtaining the best performance in the
sate-of-the art. Finally, we discuss their benefits and drawbacks.

• Chapter 6: Completing role labelling via coreferent predicates

This chapter presents a novel deterministic algorithm for ISRL that,
in addition to entity coreference, introduces the notion of event coref-
erence. This system do not require training data. Thus, in contrast to
supervised approaches, our system can be applied to any predicate. We
include an evaluation over the PropBank/NomBank dataset showing
that our system obtains very competitive results without training data.

• Chapter 7: Extending event relationships for a full role anno-
tation

This chapter exploits semantic relations between predicates and roles
acquired from existing resources. The chapter focuses on the relations
described in FrameNet and contains the definition of some declarative
rules for making them explicit. We propose a method to automatically
map FrameNet to PropBank/NomBank roles in order to transfer the
relations. We also describe how to include this knowledge in the system
presented in the previous chapter. Finally, we prove that, although their
limitations in coverage, these type of relations can improve the labelling
of implicit roles.
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• Chapter 8: Conclusion and further work

Finally, in this chapter we draw the main conclusions of this research
and present some ideas for future work.



CHAPTER 2

State of the art

This chapter presents a review of the state of the art of different research lines
regarding Implicit Semantic Role Labeling. The chapter starts in Section 2.1
with an overview of the different tasks in Computational Linguistics that
aim to understand automatically the natural human language. After this, we
present a deeper review of those types of analysis that are more related to
ISLR, including the available resources, datasets and tools. In Section 2.2,
we include a description of the research on Semantic Role Labelling. Section
2.3 and Section 2.4 present the most relevant works on Entity Coreference
and Event Coreference respectively. And finally, we detail the state of the art
that focuses directly on ISRL in Section 2.5.

2.1 Towards natural language understanding

Real language understanding demands deep semantic and pragmatic analysis
to obtain the large amount of implicit information that can be inferred from
the explicit realizations of the elements of the discourse. A correct interpre-
tation of a written text consists in getting the best possible description of
the events and the participants that take part of the discourse. In order to
obtain a complete representation of the events occurring in a text, several
tasks are needed both at the sentence level and beyond the boundaries of
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Armstrong World Industries Inc. agreed in principle to sell its carpet oper-
ations to Shaw Industries Inc.
The price wasn’t disclosed but one analyst estimated that it was $150
million.
Moreover, such a sale could help Armstrong reassure its investors.

Table 2.1: Text example from Penn TreeBank(Marcus et al., 1993)

the sentence. In particular, the full understanding of a text can be viewed as
the result of a semantic and pragmatic analysis combined with a grounded
resolution of all coreferential relations among the different elements of the
document. Different Natural Language Processing (NLP) subtasks can con-
tribute to complete this analysis. These NLP tasks are described below in
more detail. The example of Table 2.1 is used to clarify the contribution of
each one.

A crucial step for text understanding is the correct interpretation of the
meaning of each word depending on their context. A single lemma can rep-
resent different senses when it is applied on texts of different domains and
usually the only clue that helps to infer its proper meaning are the rest of
words that takes part of the same discourse. The process of labelling every
word in a text with its appropriate meaning or sense is called Word Sense
Disambiguation (WSD) (Agirre and Edmonds, 2007). This task can be
faced adopting different levels of detail. For example WSD can consist on
identifying just the semantic class of the words, coarse grain, or on cap-
turing a much more close-fitted meaning, fine grain. The latter approach
gives a more detailed knowledge about the text but, obviously, it is more
difficult. State of the art systems obtain around 60-70% precision for fine-
grained senses while 80-90% for coarser distinctions (Izquierdo et al., 2009).
As in many other NLP tasks, either supervised and unsupervised learning
methods are commonly used for WSD. But in the last year graph algorithms
(Agirre and Soroa, 2009; Laparra and Rigau, 2009) have gained much at-
tention because they obtain very good results and do not require a costly
annotation effort to develop the training data. Independently of the cho-
sen technique, any WSD system must be based on a knowledge source that
provides the set of senses to be associated to the words of the text. The
most popular structured knowledge source is WordNet (Miller et al., 1990;
Fellbaum, 1998), a computational lexicon of English that encodes in a huge
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graph sets of synonyms (synsets). In this graph the synsets are connected
by semantic relations such as antonymy, hyperonymy, metonymy and so on.
The version 3.0 of WordNet contains about 155,000 words organized in over
117,000 synsets. On the other hand, a widely used unstructured data source
is SemCor (Miller et al., 1993), a corpus that contains 352 texts manually an-
notated with part-of-speech tags, lemmas, and word senses from the WordNet
inventory. Similarly, OntoNotes(Pradhan et al., 2007) is a large-scale corpus
of multiple levels of the shallow semantic annotation in text for three differ-
ent languages, English, Arabic and Chinese. For English, this corpus contains
more than 1,300,000 words from different sources and its semantic represen-
tation includes word sense disambiguation for nouns and verbs. There are a
total of 264,622 words in the combined corpora tagged with word sense in-
formation. These cover 1,338 noun and 2,011 verb types. Related with WSD,
Named Entity Recognition and Classification (NERC) is the task of
detecting and labelling words that refer to specific entities and their classi-
fication into general categories like persons, organization or places (Nadeau
and Sekine, 2007). A further step of this task is the Entity Linking or Named
Entity Disambiguation (NED) where the recognized entities are not just
linked to their categories but to their references in a knowledge base. In this
case the semantic resources used in WSD are replaced by catalogues that
contain sets of names for each entity. Wikipedia has became the standard
catalogue for NED, specially its structured representation DBpedia.

The example presented previously could be annotated by these processes
as Table 2.2 shows. Specifically, this analysis is given by the SuperSenseTag-
ger 1 (Ciaramita and Altun, 2006).

This annotation includes NERC, second column, using CoNLL-2003 (Tjong
Kim Sang and De Meulder, 2003) entity label. The third column contains su-
persenses, overall categories that groups the senses of WordNet following its
lexicographical files2. That is, this example presents an example of coarse
grained WSD.

However, word senses by themselves are not sufficient to represent the
actions described in a sentence and their participants. In order to correctly
interpret the semantic information at a sentence level, it is necessary to know
which relations connects the different elements of the sentence. The syntax
of the sentence, either dependencies and constituents, shows how words are

1http://supersensetag.sourceforge.net/
2http://wordnet.princeton.edu/wordnet/man/lexnames.5WN.html

http://supersensetag.sourceforge.net/
http://wordnet.princeton.edu/wordnet/man/lexnames.5WN.html
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word named-entity super-sense
Armstrong ORGANIZATION:CORPORATION noun.person
World ORGANIZATION:CORPORATION noun.group
Industries ORGANIZATION:CORPORATION noun.group
Inc. ORGANIZATION:CORPORATION noun.group
agreed - verb.communication
in - adv.all
principle - adv.all
to - -
sell - verb.possession
its - -
carpet - noun.artifact
operations - noun.act
to - -
Shaw ORGANIZATION:CORPORATION noun.group
Industries ORGANIZATION:CORPORATION noun.group
Inc ORGANIZATION:CORPORATION noun.group
. ORGANIZATION:CORPORATION -
The - -
price - noun.attribute
was - verb.stative
n’t - adv.all
disclosed - adj.all
but - -
one CARDINAL adj.all
analyst PER_DESC noun.person
estimated - verb.cognition
that - -
it - -
was - verb.stative
$ MONEY -
150 MONEY -
million MONEY noun.quantity
. - -
Moreover - adv.all
, - -
such - adj.all
a - -
sale - noun.act
could - -
help - verb.social
Armstrong ORGANIZATION:CORPORATION noun.person
reassure - verb.emotion
its - -
investors PER_DESC noun.person
. - -

Table 2.2: WSD and NER performed by the SuperSenseTagger.
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related to each other but these syntactic relations do not provide any explicit
semantic relation. In consequence, another analysis layer is required over the
syntactic parsing. In particular, for recognizing the predicates of the sentence
and their semantic arguments or roles, like Agent, Patient, Instrument or
Location. This task is called Semantic Role Labelling (SRL) (Gildea and
Jurafsky, 2000, 2002) and it interfaces the syntax with the semantics of the
sentence. In the last years several lexical-semantic resources have emerged
including descriptions of predicative structures. Depending on the approach,
these descriptions can be closer to the syntax, like the predicate-argument
relations of PropBank (Palmer et al., 2005) and NomBank (Gerber and Chai,
2010), or more abstract, like VerbNet (Kipper, 2005) or FrameNet (Baker
et al., 1998). The formalisms provided by these lexical databases, along with
the corpora annotated with them, allowed a great boost for developping many
SRL systems. The most successful SRL systems, as Björkelund et al. (2009),
rely on supervised learning.

Figure 2.1: SRL annotations as provided by mate-tools SRL system.

Figure 2.1 presents the example of Table 2.1 including Semantic Role
Labelling annotations following the argument structures of PropBank and
NomBank as provided by mate-tools3 (Björkelund et al., 2009). The first
column shows the proper sense of the predicate, represented by the number

3http://code.google.com/p/mate-tools

http://code.google.com/p/mate-tools
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with a lemma. In fact, SRL includes a WSD process as it also selects the
prediction of these senses. In colors yellow, red, blue and green appear the
different participants of the events mentioned in the texts. A0 (in yellow)
stands for the argument arg0 which usually corresponds to the Agent of the
event. A1 and C-A1 (in red) stands for the argument arg1 which usually cor-
responds to the Theme of the event. AM-MNR, NEG and AM-DIS (in blue)
corresponds to different modifiers of the event. Finally, A2 (in green) stands
for the argument arg2 of the event. For the sell.01 predicate, the argument
arg2 corresponds to the Recipient while for the predicate investor.01, the
same argument corresponds to the participant that receives the investment.

The cases presented above show how this semantic analysis provides an
interpretation about what is expressed within the sentence boundaries. But
full understanding of the text demands capturing the relations that connect
the elements of different sentences on a discourse level, that is, beyond sen-
tence boundaries. This kind of text processing requires matching the different
elements that refer to the same entity or event, reconstructing the discourse
and recognizing rhetorical relations such as Antithesis, Condition or Pur-
pose. The first of these tasks is called Coreference Resolution (CR) and
deals with the identification of those expressions in the text that are actu-
ally mentions of the same individual. One of the main difficulties for CR is
that coreference arises in many distinct ways. For instance, one of the most
frequent occurrences of coreference is the anaphora that takes place when an
expression can not be interpreted without the participation of its referent,
such as pronouns. Moreover, although the majority of the research performed
in this area has focused on entities, coreference also affects to events, that
can be expressed many times in the same text by either nominal and verbal
forms. Currently, the performance of the sate of the art for entity corefer-
ence achieves around 80% (Lee et al., 2011) and from 80% to 90% on event
coreference (Bejan and Harabagiu, 2010).

Figure 2.2: Example of entity and event coreference.
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Figure 2.2 makes evident that entities and events occurs along the dis-
course generating chains of coreferent mentions of events and entities. For
instance, in this example, a coreference chain if the one formed by the three
mentions of the entity Armstrong World Industries Inc. which are marked by
blue boxes. The example also contains another anaphoric mention of the price
marked in yellow and two mentions of the same selling event highligthed in
red.

Clustering all the mentions in their corresponding coreferent chains pro-
vides a more complete vision about the events and participants in a discourse.
However, in order to achieve a complete understanting of the text, it is still
necesary to explicitly represent all the relations between the events and par-
ticipants occurring in or implied by the discourse.

In this sense, a crucial task for language understanding is reconstructing
the time lines occurring in a document4. In other words, ordering cronolog-
ically the events with respect to one another. In order to perform this kind
of arrangement, every event must be anchored in time and connected with
other events through temporal relations. The main approaches that face this
analysis can be distinguished in two groups.

On the one hand, there are system that apply supervised algorithms
learning from annotated corpora (Mani et al., 2006).For English, TimeBank
(Pustejovsky et al., 2003a) contains 183 annotated news articles following
TimeML specifications (Pustejovsky et al., 2003b). Figure 2.3 presents the
TimeML annotation of the example of Table 2.1 as obtained by using the
Tarsqi tools5 (Mani et al., 2006). This annotation presents three different
temporal relations between events, when they occur simultaneously, like agree
and sell and when one of the events occurs after or before another event, as
help that occurs after the event sell. Element t0 stands for the time point
when the discourse takes place. This time reference is considered for estab-
lishing relative temporal relations. For example, the event sell is supposed to
occur before the writing of the text.

Another approaches use unsupervised techniques to learn sequences of
events or narrative schemas (Chambers and Jurafsky, 2009, 2010). For ex-
ample, a schema of a criminal act would include events like the commitment

4http://alt.qcri.org/semeval2015/task4
5http://www.timeml.org/site/tarsqi/toolkit

http://alt.qcri.org/semeval2015/task4
http://www.timeml.org/site/tarsqi/toolkit
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Figure 2.3: TimeML annotations obtained by Tarsqi tools.

of the crime, the arrest of the criminal, the trial, and so on. The roles or
participants of those events are also taken into account.

Besides temporal relations, there exist many other types of discursive con-
nections between the events. In the literature, many frameworks have been
proposed on modelling this kind of relations to support the discourse anal-
ysis. One of the most prominent is the Rhetorical Structure Theory (RST)
proposed by Mann and Thompson (1988). For RST the text is a a sequence
of non-overlapping units related to each other by a set of defined relations.
For each relation, RST declares one of the discursive units as the nucleus of
the relationship, while the other one, called satellite, is considered as a piece
of supporting information for the nucleus. However, in some of the relations
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both units are marked as nucleus. These relations can be embedded recur-
sively giving as a result a tree structure of the discourse. A different approach
is followed in the Penn Discourse Treebank (PDTB) (Prasad et al., 2008).
This corpus, created using the Penn Treebank (Marcus et al., 1994), follows
a novel annotation framework based on the predicate-argument structures.
The annotation of PDTB include explicit and implicit relations. The span of
the arguments and the sense of the relation are also present.

Figure 2.4: Output provided by the PDTB tagger.

Figure 2.4 shows a the discursive relations between the events of the
example of Table 2.1 as obtained using PDTB tagger6 (Lin et al., 2014). In
this case, there are three different relations connecting some discourse units.
As shown, the Restatement relation is not marked by any explicit connective,
while the Contrast and Conjuction relations are pointed by the connectives
but and moreover respectively.

The set of language analysis described up to this point establish a compre-
hensive set of contributions towards natural language understanding. How-
ever, even the joint application of all these processes does not provides a full
interpretation of the text (Glavaš and Šnajder, 2014). There is a consider-
able amount of information that lies behind the phenomena treated by those

6http://wing.comp.nus.edu.sg/~linzihen/parser

http://wing.comp.nus.edu.sg/~linzihen/parser
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processes. For example, going back to the traditional SRL annotation (see
Figure 2.1), it is clear that, in many cases, the role structures are incomplete.
In fact, some of the predicates, like price, has not assigned even a single ar-
gument. However, for a human reader the text contains enough knowledge
to fill those missing roles just looking beyond direct syntactic dependencies
and sentence boundaries.

Figure 2.5: Example of an Implicit Semantic Role Labelling.

Figure 2.5 shows how frequent these type of implicit roles are. A tradi-
tional SRL system applied to these three predicates does not obtain a com-
plete argument structure for any of the three predicates. However, in this
case, the context contains enough information to recover, implicitly, all the
participants of the events described.

Palmer et al. (1986) called these missing arguments Implicit Semantic
Roles and argued that they can be considered as a special case of anaphora.
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Since then, just a handful of works have been approached to the task. More-
over, all these efforts shared similar strategies trying to combine entity coref-
erence resolution and traditional semantic role labelling.

Our research stars with the hypothesis that implicit roles have strong
implications with other characteristics of the discourse. Since our research
focuses on detecting such Implicit Semantic Roles, we also reviewed the state
of the art of the tasks briefly introduced in this section that are most related
with the work carried out in this thesis. That is, Semantic Role Labelling,
Nominal Coreference resolution, Event Coreference and Implicit Semantic
Role Labelling. The interested reader are referred to extensive surveys, sum-
maries and books of additional related work. For instance, Named Entity
Recognition and Classification (Nadeau and Sekine, 2007), Word Sense Dis-
ambiguation (Agirre and Edmonds, 2007), extracting timelines and temporal
relations (Schilder et al., 2007) and discourse structure (Webber et al., 2012).

2.2 Semantic Role Labeling

2.2.1 Early SRL systems

As many other early works on NLP tasks, the research in automatic seman-
tic role annotation started by manually defining large sets of rules that tried
to encode world knowledge. Along this line, Hirst (1987) proposed a com-
positional building of semantic representation linking syntactic constituents
to corresponding manually defined frame positions. In a similar fashion, the
PUNDIT (Prolog Understanding of Integrated Text) (Hirschman et al., 1989;
Dahl, 1992) system included, among many others, a set of hand-coded logic
rules to map syntactic and semantic constituents in order to process military
and medical domain texts. Many later works followed this approach and built
several hand-crafted lexicons, grammars and sets of logic rules as Richardson
et al. (1998), even for nominalizations, like the work by Hull and Gomez
(1996) and Meyers et al. (1998). Remarkably, PUNDIT (Dahl et al., 1987)
also designed discourse heuristics for the identification of the role structures
of pronouns referring to nominal predicates.

The example in Table 2.3, taken from Hirst (1987), provides an overview
of the kind of mappings performed by the systems described.
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[Nadiasubject] bought [the bookobject] from a store in the mall.

Word or Phrase Semantic Object
SUBJECT AGENT
Nadia
buy
OBJECT PATIENT
the book
from SOURCE
a store
in LOCATION
the mall
.

Table 2.3: SRL taken from Hirst (1987)

Obviously, the rules and predicate frames required in order to build such
systems must be very specific and require large sets of hand-crafted rules.
For that reason, the systems explained previously were developed in a very
domain-specific manner and display a weak performance when they are ap-
plied to novel domains that do not share the same predicates and roles. This
handicap made statistical method gain relevance and interest with respect
to rule based systems. However, if the rules are well defined the predictions
obtained by them are likely to be correct, so they are still a proper approach
when high precision is needed. Moreover, the rules by themselves provide
a proper explanation of why the predictions matches the correct answers.
Obviously, this explanation is much more difficult to obtain from statistic
models.

2.2.2 Resources and corpora

In the last few years, several efforts have been developing lexical-semantic
resources that describe the predicate and role structures. These efforts have
been also producing a set of manually annotated corpora based on different
theories and paradigms. Predicate structures and the role descriptions con-
tained in these resources vary from syntactic arguments to thematic roles,
including some semantic and ontological knowledge. Although early work on
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Predicate sell, roleset 1:

arg0 : the seller
arg1 : the thing sold
arg2 : the buyer
arg3 : the price paid
arg4 : the benefactive

[arg0 Maxwell] agreed to sell [arg1 its U.S. printing unit]
[arg2 to Quebecor] [arg3 for $500 million].

Table 2.4: PropBank roleset and annotated sentence for sense 1 of verb sell.

the description of the role structures started from verbs some of the existing
resources also take into account other forms of the predicates and partic-
ularly their nominalizations. Finally, as the resulting corpora and predicate
structures highly vary from one resource to another, it has been also invested
some effort in their harmonization and mapping.

2.2.2.1 PropBank

Palmer et al. (2005) provided a semantic annotation over the syntactic struc-
tures of the Penn TreeBank(Marcus et al., 1993). The result of this work is
the Proposition Bank (PropBank)7, a wide corpus with more than 112,000
semantic role analyses that includes relations between verbal predicates and
their roles or arguments. PropBank also contains a description of the frame
structures, called rolesets, of each sense of every verb that belong to its lex-
icon. This lexicon contains up to 3,256 different verbs. Unlike other similar
resources, PropBank defines the arguments, or roles, of each verb individu-
ally. Consider the frame in Table 2.4 taken from PropBank for the sense 1 of
the verbal predicate sell and an annotated sentence included in the corpus.

In the example of Table 2.4, the Agent and the Theme of the predicate
sell correspond to the argument arg0 (the seller) and the argument arg1 (the
thing sold) respectively. Unfortunately, PropBank does not encode explicit
relations between arguments of different predicates. For instance, consider
the example shown in Table 2.5 representing the frame for the sense 1 of

7http://verbs.colorado.edu/~mpalmer/projects/ace.html

http://verbs.colorado.edu/~mpalmer/projects/ace.html
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Predicate buy, roleset 1:

arg0 : the buyer
arg1 : the thing bought
arg2 : the seller
arg3 : the price paid
arg4 : the benefactive

Table 2.5: PropBank roleset for sense 1 of verb buy.

Predicate sale, roleset 1:

arg0 : the seller
arg1 : the thing sold
arg2 : the buyer
arg3 : the price paid
arg4 : the benefactive

Table 2.6: NomBank roleset for sense 1 of the nominal predicate sale

the predicate buy. Although both predicates share the buyer and the seller
arguments, are not explicitly related since the descriptions of the roles are
not systematic.

2.2.2.2 NomBank

NomBank (Meyers et al., 2004) follows the annotation effort of PropBank
focusing on the argument structures of instances of nominal predicates over
the same Penn TreeBank corpus (Marcus et al., 1993). NomBank also bases
its lexicon on PropBank. In fact, most of the predicates of NomBank are
nominalizations of verbs existing in PropBank and inherit the role sets and
argument definitions from their corresponding verbal forms. For instance,
consider the example from Table 2.6 that contains the frame of the sense 1
of the nominal predicate sale included in NomBank. It can be observed that
it matches the same frame of its verbal form sell shown in Table 2.4.

This concordance between the frames of the nominal and verbal forms
of the same predicates allows to maintain the coherence among the verbal
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[arg0 Maxwell] agreed to the sale of [arg1 its U.S. printing unit] [arg2 to
Quebecor] [arg3 for $500 million].

Table 2.7: NomBank annotations for the predicate sale.

and nominal annotations of the same predicates. In the example shown in
Table 2.7, all the arguments of the nominal predicate sale have the same
interpretation as the verbal predicate sell.

The NomBank corpus shows that nominal predicates are as frequent as
verbal predicates. In total, the corpus contains argument annotations for
114,574 instances of 4,704 distinct nominal predicates.

2.2.2.3 VerbNet

Inspired by the work of Levin (1993) on verb classes, Kipper et al. (2000);
Kipper (2005) developed hierarchical domain-independent broad-coverage
verb lexicon for English. This resource, called VerbNet8, is organized into
coherent verb classes and subclasses. The most recent version of the resource
groups 5,257 verb senses into 274 classes. Each verbal class in VerbNet is com-
pletely described by thematic-roles, selectional restrictions on the arguments,
and frames consisting of a syntactic description and semantic predicates. For
instance, the VerbNet class 13.1, shown in Table 2.8, groups verbs related to
giving acts.

Table 2.8 shows how the members of the subclass 13.1-1 inherit the se-
mantics from its parent class 13.1. Subclass 13.1-1 includes a more specific set
of events grouped together because they share an additional thematic-role,
Asset. Thus, instances of the members 13.1-1 like sell can be annotated as
the sentence shown in Table 2.9.

Although VerbNet does not provide any corpus with annotations, this
resource is very rich since it encodes semantic descriptions of the events
that represent each class and also includes as selectional preferences a set of
semantic types, hierarchically classified, for some of the roles of the classes.

Table 2.10 shows the information encoded in the VerbNet class 13.1. Its
semantics describe the exchanging process of the selling event of the example

8http://verbs.colorado.edu/~mpalmer/projects/verbnet.html

http://verbs.colorado.edu/~mpalmer/projects/verbnet.html
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Class 13.1:
Members: deal, lend, loan, pass, peddle,

refund, render

Thematic-roles: Agent, Theme, Recipient

Subclass 13.1-1:
Members: give, hock, hawk, rent, sell,

lease, pawn

Thematic-roles: Asset

Table 2.8: VerbNet class 13.1 description.

[Agent Maxwell] agreed to sell [Theme its U.S. printing unit] [Recip-
ient to Quebecor] [Asset for $500 million].

Table 2.9: Example annotation for the verbal predicate sell

Selectional restrictions:
Agent: animate or organization
Recipient: animate or organization

Semantics :
has_possession(start(Event), Agent, Theme)
has_possession(start(Event), Recipient, Asset)
has_possession(end(Event), Agent, Asset)
has_possession(end(Event), Recipient, Theme)
transfer(during(Event), Theme)

Table 2.10: Information encoded in VerbNet for class 13.1
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Commerce_sell:
lexical-units: auction.n, auction.v, retail.v, retailer.n,

sale.n, sell.v, seller.n, vend.v, vendor.n
frame-elements:

Core: Seller Goods Buyer
Non-Core: Manner Means Money Period of iteration

Place Purpose Purpose of Goods Rate Rea-
son Rely Result Reversive Time Unit

Table 2.11: Lexical-units and frame-elements in the frame Commerce sell

in Table 2.9. In this case, an animate entity (Maxwell) plays the role Agent
and an organization (Quebecor) plays the role Recipient. At the start of the
selling event the Agent possesses a Theme (U.S. printing unit) and the
Recipient an Asset ($500 million). At the end of the event, the Agent and
the Recipient have exchanged their possessions.

2.2.2.4 FrameNet

Fillmore (1976) established a new paradigm to describe events called Frame
Semantics. In this paradigm, a Frame corresponds to a scenario that involves
the interaction of a set of typical participants, each one playing a particular
role in the scenario. Some of those roles would be essentials for the scenario.
Following this paradigm, Baker et al. (1998) built FrameNet9, a very rich
semantic resource that contains and groups sets of 12,940 English words into
1,019 coherent semantic classes or frames that describe a particular event or
scenario. Each frame, that is further characterized by a list of participants,
can be evoked by the set of words that belong to it. Different senses for a
word are represented in FrameNet by assigning different frames. In FrameNet,
these trigger words are called lexical-units (LU) and the participants or roles
that describe the frame are called frame-elements (FE).

Table 2.11 shows the Commerce sell frame. The Core frame-elements
are those essential FEs of the frame that can define the frames by themselves.
In the Commerce sell frame, the core frame-elements are the Seller, Goods
and Buyer, while the rest of the participants are considered less descriptive or

9http://framenet.icsi.berkeley.edu/

http://framenet.icsi.berkeley.edu/
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[Seller Maxwell] agreed to sell [Goods its U.S. printing unit] [Buyer
to Quebecor] [Money for $500 million].

Table 2.12: Example annotation for the verbal predicate sell in FrameNet

too general. FrameNet contains a corpus of approximately 197,055 annotated
frame instances as the example shown in Table 2.12.

However, not every Core FEs is always present in a sentence. These FEs
are considered as Null Instantiations (NI). FrameNet classifies the NIs in
three different sets:

1. If the FEs are grammatically omitted, NIs are called Constructional
Null Instantiations (CNI).

2. If the omissions are licensed lexically and the fillers are inaccessible,
the NIs are called Indefinite Null Instantiations (INI).

3. When the omissions are licensed lexically and the fillers are recoverable,
the NIs are called Definite Null Instantiations (DNI).

FrameNet defines a complex semantic network linking the frames with
twelve different relationships. These relations are of the type subclass, cau-
sation and perspective that also connect the FEs among the frames. The
resulting network contains 10,076 direct relations between frames that allow
to perform inferences involving the different events and their participants.

Figure 2.6 shows a small portion of the whole ontology involving 4 dif-
ferent frames. The Inheritance relation between the frame Transfer and
Commerce goods transfer means that the latter describes a more specific
case of the first one. In consequence, all the properties of the frame Transfer
are inherited by the frame Commerce goods transfer, in particular, the
corresponding frame-elements. However, the frame Commerce goods transfer
describes an scenario from a neutral point of view. That is why this frame
does not contain any lexical-unit to evoke the frame. The event described by
this frame varies its interpretation depending on the perspective of the par-
ticipants. This is expressed by the relation Perspective on that connects
the frame Commerce goods transfer to the frame Commerce sell, if
the perspective of the seller is assumed, and to the frame Commerce buy,
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Figure 2.6: Examples of FN frames connected by Inheritance and Perspective on
relations.

in the case of the perspective of the buyer. Thus, the lexical-units such as
sell.v, seller.n, buy.v and buy.n are actually evoking the same event but
from different points of view.

2.2.2.5 SemLink

SemLink10 (Palmer, 2009) is a project whose aim is to link together different
predicate resources via a rich set of mappings. Currently, SemLink provides
partial mappings between FrameNet (Baker et al., 1998), VerbNet (Kipper
et al., 2000), PropBank (Palmer et al., 2005) and WordNet (Fellbaum, 1998).

10http://verbs.colorado.edu/semlink/

http://verbs.colorado.edu/semlink/
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PropBank VerbNet FrameNet
sell.01 13.1-1 Commerce_sell
arg0 Agent Seller
arg1 Theme Goods
arg2 Recipient -

Table 2.13: SemLink role mappings for the verbal predicate sell

These mappings make it possible to combine their information for tasks such
as inferencing, consistency cheking, interoperable SRL, or automatic extend-
ing its current overlapping coverage.

Palmer (2009) states that PropBank, VerbNet and FrameNet are indeed
complementary and the redundancy caused by grouping the three resources
together can be useful. This assertion is justified because PropBank provides
the best coverage and the largest corpus, VerbNet contains the clearest links
between syntax and semantics and FrameNet provides the richest semantics
and ontological knowledge. Thus, all together can provide a much richer
and more complete resource. The example shown in Table 2.13 shows the
full mapping between the different role structures of the same sense of the
predicate sell.

Manually mapping these resources is a very difficult task. In the example,
the argument arg2 of the predicate sell.01 of PropBank is only connected
to its corresponding thematic role in VerbNet, but not to its corresponding
frame-element of FrameNet which is Buyer. López de Lacalle et al. (2014a)
provides a complete description of the partial coverage of SemLink across the
different predicate resources.

2.2.3 Statistical SRL

As seen previously, early works on automatic semantic role annotation based
on hand-coded rules required so much effort in development that the resulting
systems only could be effective on specific domains. However, the emergence
of new corpora and linguistic resources that described role structures for more
general domains and genres allowed the application of machine learning tech-
niques. This research line was introduced by Gildea and Jurafsky (2002). In
this work, the authors modelled a set of features in order to discover the rela-
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tion between the roles and the lexical and syntactic realizations. They trained
their model on the FrameNet corpus employing simple maximum likelihood
and got quite encouraging results reaching a 63% F1 in the identification and
labelling of frame-elements. The analysis of these results showed that finding
the proper syntax of the frame-elements, or roles, of each predicate is cru-
cial in order to obtain their correct semantic interpretation. This conclusion
matches the intuition behind early works on semantic role labelling. The pro-
posal by Gildea and Jurafsky (2002) established a kind of architecture that
have been followed by many other later works. Their model used separated
classifiers in a two-steps process. The first step, for the identification of the
frame-elements and the second one, for labelling them. However, in their ex-
periments, Gildea and Jurafsky (2002) assumed ground-truth lexical-units
and frames, letting out the important step of the predicate disambiguation.

The task gained relevance with the shared challenges of Senseval-2004
(Litkowski, 2004), CoNLL-2004 (Carreras and Màrquez, 2004), CoNLL-2005
(Carreras and Màrquez, 2005), CoNLL-2008 (Surdeanu et al., 2008) and
CoNLL-2009 (Hajič et al., 2009). While Senseval-2004 maintained FrameNet
as the reference resource, the CoNLL tasks distributed the corpus based on
PropBank. Due to the success of these challenges, soon, PropBank emerged
as the most popular paradigm for Semantic Role Labelling. The progress of
the challenges also uncovered that the syntactic representation used to por-
tray the text can highly vary the performance of the systems. Constituency
trees was the first formalism used to represent the syntactic properties for
SRL. This representation has a long tradition in computational linguistics
and provides a wide range a of syntactic properties that are exploitable as
features for a statistical model. However, since Surdeanu et al. (2008) the
approaches to the task have turned to dependency trees. According to Jo-
hansson and Nugues (2008), the latter representation rely less on lexical-
ized features, which makes them more flexible for generalization and domain
changes and in consecuence, more efficient with same amount of training
data. But still, SRL systems based on consituents are more usefull for the
proper identification of the fillers of the roles. The most successful systems
presented in the mentioned tasks used Maximum Entropy models or Support
Vector Machines, like Ngai et al. (2004),Hacioglu et al. (2004) or Zhao et al.
(2009), or a combination of several classifiers, like Koomen et al. (2005).

Although the corpus of FrameNet(Baker et al., 1998) includes annotations
for nominal predicates, statistical models for nominalizations have not been
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very frequent until the release of NomBank(Meyers et al., 2004). Previously,
Lapata (2000) developed a statistical model for the semantic interpretation of
compound nouns based on their cooccurrence with verb-argument tuples on
a corpus. This preliminary approach only labelled the arguments correspond-
ing to the subject and the object. The first use of NomBank for Semantic
Role Labelling corresponds to the work by Jiang and Ng (2006) who adapted
a system based on PropBank with some features extracted from a pre-release
version of NomBank. Another initial study on NomBank was presented by
Liu and Ng (2007). In this work, the authors applied a machine learning
technique called alternating structure optimization (Ando and Zhang, 2005)
using an improved version of NomBank. Following these works, from Sur-
deanu et al. (2008), CoNLL tasks have also included nominal predicates from
NomBank in their challenges and, in consequence, the number of approaches
facing role labelling for nominalizations has increased significantly.

Recently, after the success obtained in tasks such as topic modelling,
bayesian inference has became one of the most applied techniques in NLP.
This tendency has also influenced several works on unsupervised learning
for semantic role labelling. Some of the first approaches in this line include
the proposal by Swier and Stevenson (2004), who used the VerbNet lexi-
con together with a bootstrapping algorithm to unsupervisely learn the se-
mantic roles that label the arguments of the verbs. In another early work,
Grenager and Manning (2006) obtained prior distributions over syntactic-
semantic links to perform unsupervised learning in a generative model with
an Expectation-Maximization algorithm. Lang and Lapata (2010, 2011a, b)
involve a significant progress towards the unsupervised induction of semantic
roles from unannotated text. Lang and Lapata (2010) formulated the prob-
lem as one of detecting alternations and finding a canonical syntactic form for
them. In a later work, Lang and Lapata (2011a) described an algorithm that
iteratively splits and merges clusters representing semantic roles, improv-
ing the quality of the clusters in each iteration. Finally, Lang and Lapata
(2011b) conceptualized the role induction as a graph partitioning problem
where vertices in a graph represent argument instances of a verb and the
edges quantify their role-semantic similarity. The graph is partitioned itera-
tively by an algorithm that assigns vertices to clusters based on the assign-
ments of the neighbour vertices. This research line has been also followed by
Poon and Domingos (2009) who transformed syntactic relations into logical
forms for the application of Markov logic. In a very related manner, Titov
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and Klementiev (2011) proposed a non-parametric Bayesian model to apply
a modification of the Metropolis-Hastings sampling. This model was later
improved by including the Chinese Restaurant Process (CRP) as a prior.
In this case the authors could evaluate the model on PropBank. More re-
cently Modi et al. (2012) applied the same model to induce frame-semantic
representations.

Thanks to the research works detailed above, there are currently available
a wide set of tools that include SRL systems. The Mate tools11(Björkelund
et al., 2009) provide a pipeline of modules that carry out lemmatization,
part-of-speech tagging, dependency parsing, and PropBank based semantic
role labelling. The tools are language independent, provide a very high accu-
racy. SwiRL12(Surdeanu and Turmo, 2005) is a PropBank based SRL system
for English constructed on top of full syntactic analysis. It trains an Ad-
aBoost classifier for each argument label. SENNA13(Collobert et al., 2011)
is a software package with a full NLP pipeline including part-of-speech tag-
ging, chunking, name entity recognition, and syntactic parsing. The package
also contains a SRL module based on PropBank. SEMAFOR 14(Das et al.,
2010) is a tool for automatic analysis of the Frame Semantic structure of
English text that performs a set of steps in order to find words that evoke
the semantic frames and label each role of the frame. Shalmaneser15(Erk and
Pado, 2006) is a supervised learning toolbox for shallow semantic parsing
that was developed for Frame Semantics, but its architecture is reasonably
general and can be adapted for other paradigms like PropBank.

2.3 Entity coreference resolution

2.3.1 Early models

The first computational models for coreference and anaphora resolution im-
plemented approaches relying heavily on linguistic and domain knowledge.
Depending on their theoretical and formal assumptions these works can be

11http://code.google.com/p/mate-tools/
12http://surdeanu.info/mihai/swirl/
13http://ml.nec-labs.com/senna/
14http://www.ark.cs.cmu.edu/SEMAFOR/
15http://www.coli.uni-saarland.de/projects/salsa/shal

http://code.google.com/p/mate-tools/
http://surdeanu.info/mihai/swirl/
http://ml.nec-labs.com/senna/
http://www.ark.cs.cmu.edu/SEMAFOR/
http://www.coli.uni-saarland.de/projects/salsa/shal
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classified in three main groups. Some of these models assume that coreference
is only affected by the syntax, others that it is a matter of common-sense
knowledge and finally, there is a set of models that were pragmatically ori-
ented.

Within the first group, the earliest and most well-known approach was
the Hobbs’ algorithm (Hobbs, 1977). The algorithm solves pronouns perform-
ing a breadth-first left-to-right search for antecedents in a constituency tree
representation of the sentence. If no proper antecedent is found, the search
continues in the preceding sentences starting from the closest one. Due to its
nature the algorithm prefers noun phrases located to the left and in higher po-
sitions. This promotes subjects against other syntactic components. It is also
remarkable that Hobbs (1977) presented a formal evaluation of the method,
even though the testing set had just 100 examples. The algorithm achieved a
hight accuracy, around 88%, and more recent studies have showed in larger
evaluations that its performance is still quite competitive.

The second group, using common-sense knowledge, was introduced into
coreference resolution in the very first works of computational linguistics.
Charniak (1972), Winograd (1972) and Wilks (1975, 1986) presented ba-
sic systems that dispensed with syntax and proposed knowledge based ap-
proaches, like semantic preferences, causal relations and so on. This research
line was later widely followed. For instance, Alshawi (1987) exploited a se-
mantic knowledge base built of two types of relations: specializations and
correspondences. Similar approaches were presented by Poesio et al. (1997)
and Harabagiu and Moldovan (1998) who took those kind of semantic rela-
tions from WordNet. Hobbs et al. (1993) proposed a semantic interpretation
theory based on abduction, a reasoning mechanism that provides the most
plausible causes of a particular observation. Hobbs et al. (1993) applied large
sets of axioms for several NLP tasks, including anaphora resolution. Jurafsky
and Martin (2009) presented a modern review of this approach.

A third group focuses on theories about the salience of the text elements.
A very early work in this research line is the one by Sidner (1978). Sid-
ner’s algorithm, besides the use of a semantic network inspired by Charniak
(1972), includes the notion of focus, one of the most influential theories in
subsequent research on coreference resolution. The theory establishes that
in each position of a discourse there is an element that have the highest
salience, the focus, that can be expressed around three information struc-
tures: the discourse topic, also named as discourse focus, the actor focus
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that points the syntactic subjects, and a ranked list of the entities mentioned
in the last sentence. These three sources can expose the most salient entity
in a discourse. Thus, the local focus, according to Sidner’s theory, is the
most likely entity to be referred. Carter (1987) combined Sidner’s and Hobbs’
algorithms in the the SPAR system leading interesting observations on the
interaction of common-sense knowledge and focusing. Extending the previ-
ous ideas Grosz et al. (1995) presented the centering theory that studies
how the local focus switches along the discourse. The theory establishes
a rank with the possible transitions according to their occurrence probabil-
ity. The most important implementation of centering theory were developed
by Brennan et al. (1987), who related the transitions rank with grammat-
ical functions, and Strube and Hahn (1999) who opted to set the ranking
based on the taxonomy proposed by Prince (1981). Although posterior em-
pirical studies (Poesio et al., 2004) seems to confirm that Strube and Hahn
(1999) implementation fits better real text and performs more accurately,
both algorithms have been extremely influential and some of their features
are grounded in solid empirical evidence.

Another family of approaches based on salience effects make use of the
notion of activation. These models assume that every entity in a discourse
has a value, graded in a scale, that sets its activation level in each point of
the discourse. In other words, the salience of all the entities can be deter-
mined by ranking them according to some linguistic features. First examples
of activation-based models can be found in Lockman and Klappholz (1980)
and Alshawi (1987), but the best known algorithm is RAP by Lappin and Le-
ass (1994). RAP, that stands for Resolution of Anaphora Procedure, exploits
syntactic information, taken from a full parser, to filter possible candidates
to be referents of a pronoun. The algorithm filters out antecedents of non-
reflexives16 when the pronoun occurs in the argument, adjunct or NP domain
of the potential antecedent, and non-pronominal antecedents that are con-
tained in the governing phrase of the pronoun. After the filtering process from
all the remaining candidates that are number and gender compatible with
the pronoun, the closest one with the highest salience weight is selected. The
salience weight is obtained adding a set of values pending on the syntactic re-
alizations of the candidate. For example, a sentence recency weight is given
to every candidate belonging to the same sentence of the pronoun. Other
examples of salience weights used by RAP are head noun emphasis, head

16Reflexive pronouns are itself, himself, herself, etc.
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object emphasis or non-adverbial emphasis. Kennedy and Boguraev (1996)
presented a modification of the RAP algorithm using just morphological tags
and grammatical functions.

2.3.2 Towards a corpus-based approach

After the works presented above, the research on coreference and anaphora
resolution moved to more corpus-based approaches that rely in huge volumes
of annotated corpora and in the formalization of the evaluation metrics. The
biggest milestone was supplied by the Message Understanding Conferences
(MUC), that hosted two evaluations of coreference resolution systems, MUC-
6 (Grishman and Sundheim, 1995) and MUC-7 (Chinchor, 1998). These cam-
paigns provided, besides annotated corpora, guidelines for the annotation of
coreference and a common evaluation procedure. These tools made possible
the comparison of different systems facing the same dataset, involving a cap-
ital advance for the research on coreference resolution. MUC-6 used 30 text
documents with 4,381 mentions for training, and another 30 documents with
4,565 mentions for testing. MUC-7 consisted of 30 text documents with 5,270
mentions for training, and 20 documents with 3,558 mentions for testing.

Taking over from MUC, the National Institute of Standards and Tech-
nology (NIST) promoted the Automatic Content Extraction (ACE) program
(Doddington et al., 2004) for the automatic processing of human language in
text form. Originally oriented to the three source types of news-wires, broad-
cast news and newspapers, ACE has been enriched with different sources
in each new version released, including texts for languages different to En-
glish, like Chinese and Arabic. Along with other kind of annotations, the
documents contained in ACE include semantic information about the enti-
ties and their referential relation. The size of this corpus varies depending
on the source of the documents. For example broadcast news and newspaper
news have between 200 and 300 entity mentions on average, while documents
from news-wires are commonly smaller with around 100 mentions.

In a more ambitious way, the OntoNotes(Pradhan et al., 2007) project
has created a much larger corpus that integrates multiple levels of shallow
semantic annotations. The texts of this corpus includes syntactic and seman-
tic analysis, word sense disambiguation, named entity recognition and also
coreferential links within the nominal entities. OntoNotes describes all the
annotation layers as a relational database that captures inter and intra-layer
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dependencies and provides an object-oriented API to interact with the data.
Thus, OntoNotes has become a very widely used resource, being included
in some relevant shared task on coreference resolution, like SemEval-2010
(Recasens et al., 2010) and CoNLL-2011 (Pradhan et al., 2011). The English
corpora is considerably larger than MUC and ACE. It contains about 1.3M
words, comprising 450,000 words from news-wires, 150,000 from magazine
articles, 200,000 from broadcast news, 200,000 from broadcast conversations,
and 200,000 web data. As ACE corpora the newest versions of OntoNotes
also contains documents for Arabic and Chinese.

Another relevant resource, in Catalan and Spanish, is AnCora-CO (Re-
casens and Mart́ı, 2010). This corpora contains coreference annotations of
pronouns and full noun phrases, including named entities, and takes into
account the existence of singletons as one element coreference chains. The
resource also contains several annotation layers including lemmas, parts-of-
speech, morphological features, dependency parsing, named entities, pred-
icates, and semantic roles. Most of these annotation layers are provided
both as gold standard and predicted annotations. AnCora-CO was used in
SemEval-2010 (Recasens et al., 2010) along with OntoNotes. The size of
AnCora-CO is about 350,000 words of Catalan and a similar quantity in
Spanish.

2.3.3 Machine learning approaches

In the same way that many other NLP taks, the availability of increasingly
larger quantities of real annotated corpora have allowed to apply multiple ma-
chine learning approaches to automatic coreference resolution. Researches in
this area argued that the early methods relied in linguistic and ontological
information too difficult to obtain and too dependant on the domain. In con-
sequence, they had to be adapted to other domains analysing and encoding
relevant facts and assertions. Conversely, researchers in this area argue that
machine learning approaches can rely on generalizable features.

The earliest machine learning models were based on decision trees. For
instance, Aone and Bennett (1994) developed a system for persons and or-
ganizations in Japanese. Mccarthy and Lehnert (1995) developed a similar
resolver for the MUC-5 information extraction task. This system exploits fea-
tures that are domain independent (mention type, name sub-string, being in
a common noun phrase, being in the same sentence) along with others that
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are domain specific (either or both mentions referring to a company created
in a joint venture). A later version (Fisher et al., 1995) was evaluated in the
MUC-6 coreference task including features such as having the same semantic
type or being a role description for a person. The approach by Poesio and
Vieira (1998); Vieira and Poesio (2000) focused on one of the hardest type of
anaphora resolution, noun phrases in unrestricted domain. These cases are
more general that named entities that usually belong to a restricted domain.
Poesio and Vieira (1998); Vieira and Poesio (2000) developed two version of
the same system. One using hand-coded rules and another one applying a
decision tree. In both cases, they combined lexical and common-sense knowl-
edge. The comparison of both versions of the system, using for the evaluation
14 texts from the Penn TreeBank, showed that although the hand-crafted
version performed slightly better both versions obtained very similar results.

The inclusion of the probabilistic perspective has provided substantial
advance on automatic coreference resolution. For instance, Ge et al. (1998)
used a generative probabilistic model to include on the Hobbs’ algorithm sta-
tistical gender identification, selectional preferences and a saliency measure
based on counting mentions. They used texts from the Penn TreeBank to test
the model, achieving 84.2% accuracy, while using just the Hobbs’ distance
only obtained 65.3%. Another early statistical model was proposed by Kehler
(1997) who built a maximum entropy classifier to determine the probability
that two mentions corefer. The model was applied following two different
approaches. A first one using pairwise classification of all pairs of mentions,
and another one creating sets of coreferents and deciding if a new mention
belongs to an existing set or to a new one. For the evaluation, Kehler (1997)
calculated cross-entropies on the test data as well as the number of exact
matches. While both approaches overcome the baseline, the pairwise version
showed to be superior to the second one.

Shortly after these previous models, Soon et al. (1999, 2001), (Morton,
2000) and Ng and Cardie (2002) established a new standard of statistical
anaphora and coreference resolution called mention-pair model. Soon et al.
(1999, 2001) proposed that coreference resolution can be viewed as a binary
classification problem where for every mention and its possible antecedent the
algorithm decides if they are coreferent or not. As previous approaches, they
presented a system based on decision trees and evaluated it on the MUC-6
dataset reporting a F1 score of 62.6% F1 and MUC-7 getting a 60.4%. On
the other hand, Ng and Cardie (2002) improved the system by Soon et al.
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(1999, 2001) using a a much larger feature set. They evaluated their system in
the same corpus obtaining a F1 score of 70.4% on the MUC-6 and 63.4% on
MUC-7. The influence of these two algorithms, and the mention-pair model,
is similar to the Hobbs’ algorithm. In fact both approaches have become the
standard benchmarking baselines for many years. Yang et al. (2003, 2005)
extended this idea including in the training a negative mention-antecedent
pair for each positive case. They proved that this strategy learns better to
discriminate between true and false cases than the original models.

Another important standard of statistical coreference resolution is the
clustering approach, also called entity model. Contrary to the mention-pair
method, the coreference chains are obtained as partitions of the set of all
the mentions in the text. The first known proposal of this approach was
presented by Luo et al. (2004) who carried out the clustering process by
structuring the search space as a Bell tree (Bell, 1934) where each leaf rep-
resents a possible partition. Their algorithm computes for each mention in
a document the probability of belonging to a previously generated partial
coreference chain. Following this approach, Daumé and Marcu (2005) pre-
sented a model based on online learning where a beam search is applied to
avoid some problems derived by non-optimal local decisions. Their method
keeps multiple partial solutions and discards those partial solutions that show
to be inconsistent. More recently, Rahman and Ng (2009) developed a clus-
ter algorithm that ranks the possible coreference chains for a mention and
chooses the highest one. From a totally different point of view, Haghighi and
Klein (2007, 2010) presented a non-parametric bayesian model for mention
clustering. This model produces generatively each mention from a combina-
tion of global and local properties. Its main contribution is that the model
is fully unsupervised and achieves 70,3% F1 on the MUC-6. A result that is
quite competitive compared to supervised systems.

The success of the statistical approaches for anaphora and coreference
resolution has induced a large interest in this particular task and many novel
works have been performed in order to enhance the performance of these
systems, either following a supervised approach (Culotta et al., 2007; Bengt-
son and Roth, 2008; Finkel and Manning, 2008; Sapena et al., 2010) or an
unsupervised one (Poon and Domingos, 2008).

However, very recently, a new family of algorithms have recovered the
early deterministic approaches obtaining, in many cases, better performances
than the state-of-the-art machine learning approaches. Haghighi and Klein
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Joe wants to sell the house.
Sue has offered one million.

Table 2.14: Example of Zero anaphora.

(2010); Raghunathan et al. (2010); Lee et al. (2011, 2013) presented modular
systems that select the referent of a mention applying sets of constraints that
check syntactic and semantic compatibilities.

2.3.4 Zero anaphora

In many cases, entities are not expressed explicitly in the text. However, as
Shopen (1973) pointed out, some of these missing elements have an anaphoric
interpretation. Consider the example in Table 2.14 taken from Saeboe (1996).
In the second sentence, Sue offers one million for a commodity that is omit-
ted. The interpretation of that sentence depends on capturing that this com-
modity is the house that Joe wants to sell. These kind of mentions are called
Zero anaphora (Mitkov, 2002).

Shopen (1973) made a distinction between those missing elements that
do not refer to any entity, called indefinite, and those zero-anaphoric
mentions that can be interpreted by signalising their context. For the latter,
called definite, two different problems must be solved. On the one hand,
deciding when there really exists a non-expressed entity. On the other hand,
the reconstruction of the elided fragments. In other words, finding the an-
tecedent of the particular zero-anaphoric entity. First works in this line de-
scribed strategies based on syntactic evidence (Weischedel and Sondheimer,
1982), on more conceptual approaches like focus exploration (Sidner, 1986),
or combinations of both techniques (Dı́az de Ilarraza Sanchez et al., 1990).

Since then, research on Zero anaphora resolution has focused in so called
pronoun-dropping or pro-drop languages, where omitted pronouns are fre-
quent, like Chinesse (Zhao and Ng, 2007; Yeh and Chen, 2007) and Japanesse
(Iida et al., 2007; Iida and Poesio, 2011), and some romance languages as Ital-
ian (Iida and Poesio, 2011) and Spanish (Ferrández and Peral, 2000; Rello
and Ilisei, 2009).
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2.4 Event coreference resolution

Resolving the coreference of event mentions is a quite different task from
its counterpart for entity mentions. For instance, entity mentions usually
are named entities (e.g. Steve Jobs) which are referred by a fixed set of
names (e.g. The founder of Apple, etc.) that are available in several knowl-
edge sources containing properties about the entity (e.g. male, etc.) which
helps coreference resolution. Furtheremore, events can be referred by nouns
or verbs. For example, the verb sell and noun sale can refer to the same
event instance.

But entity and event coreference do not only differ in the manner that the
mentions of the instances are expressed, but also in their inner semantics and
pragmatics. Previous to any computational approach, the similarity between
two events have been studied from a philosophical perspective. Davidson
(1969) proposed the first relevant theory on event identity. He argued that
two events are the same if they have the same causes and effects. This theory
was refuted by Quine (1985) who considered that, as each event can be well
defined in space and time, two events are identical if they share the same
participants and spatio-temporal location. The suggestion by Quine (1985)
become the most accepted proposal on event identity after Davidson (1985)
also agreed with it. In accordance with the Quine’s theory, we consider that
two event mentions are coreferential if they have the same event proper-
ties and share the same event participants. Figure 2.7, taken from Bejan
and Harabagiu (2010), shows sentences including different mentions of two
events of the general type buy. The first event, b1, is referred in Document
1 by the predicates [buy]b11 and [acquisition]b12. The other event, b2, is men-
tioned in both Document 2 and Document 3 by the predicates [buy]b21,
[purchase]b22 and [acquire]b23.

The first approaches to automatic event coreference resolution present
pairwise models. For example, Humphreys et al. (1997) compute a similarity
measure between two events based on the semantic classes and ontologi-
cal features of those events. In another pioneer work Bagga and Baldwin
(1999) presented a simple method for solving cross-document event corefer-
ence matching two event as identical if they share the same lexeme or they
are synonyms. However, these approaches require the design of domain spe-
cific constraints. More recently, the ACE 2005 task included a dataset for
the evaluation of the automatic event coreference resolution restricted to a
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Figure 2.7: Intra and cross document event coreference.

small set of event types. The task proposed applied the usual metrics for
entity coreference, as MUC (Vilain et al., 1995), B3 (Bagga and Baldwin,
1998) or CEAF (Luo, 2005). However, although the ACE dataset allows the
formalization of the evaluation of the experiments not many works on event
coreference have been developed. Some of the few works in this line are Ahn
(2006) and Chen and Ji (2009).

In recent years, event-coreference has started receiving more attention.
Bejan et al. (2009); Bejan and Harabagiu (2010) defined non-parametric
bayesian models based on those proposed by Haghighi and Klein (2007) for
entity coreference within and cross-document. They employed a combina-
tion of lexical, VerbNet class and WordNet features as well as semantic role
structures. They evaluated their models on the ACE dataset and they ob-
tained the results of 83.8% B3 and 76.7% CEAF F-score. But, due to the
limited set of event types on that corpus and the fact that it does not in-
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clude cross-document coreference annotations, they created a novel dataset
called EventCorefBank annotating articles on 43 different topics from the
GoogleNews archive. On their own dataset they reached a 90% B3 and 86.5%
CEAF F-score for within document coreference and 80.4% B3 and 70.8%
CEAF F-score for cross-document coreference. Chen et al. (2011) proposed
a combination of three resolvers that are applied after an entity coreference
resolution process. The chain of solvers works as follows. First, the results
of the entity resolution solvers are used to reduce the false positive cases.
Second, a mention-pair model is trained using a set of lexical, PoS, semantic
and syntactic features. Finally, a coreference chain is formed using a glob-
ally optimized graph partitioning model. The strategy was evaluated on the
OntoNotes 2.0 corpus obtaining a 46.91% B3 F-score.

At this point none of the approaches presented deal explicitly with partial-
coreferent events. That is, when an event mention refers to only one part of
another event (e.g. pay and buy). Bejan and Harabagiu (2010) noticed that
not accounting for these cases is the reason for one of the most common
errors in their output. Lee et al. (2012) incorporated partial coreference us-
ing distributional similarity as one of the features for cluster comparison.
This approach performs a joint event and entity cross-document corefer-
ence resolution asserting that they influence one to another. In this work
a SVM classifier is trained using a set of features similar to the set from
Bejan et al. (2009); Bejan and Harabagiu (2010). The model achieved 62.7%
MUC / 67.7% B3 / 33.9% CEAF / 71.7% BLANC F-score on an extended
version of the ECB corpus. Cybulska and Vossen (2013) also faced partial-
coreferent events matching hyponymic relations and granularity shifts. They
combine granularity with similarity to model fine and coarse-grained matches
across event descriptions that are likely to happen across different documents
and sources. Their approach, that only acounts within document corefer-
ence, obtains on the ECB corpus 70% MUC / 72% B3 / 62% CEAF / 69%
BLANC F-score. But hyponymy is not the only relation that can indicate
partial event coreference, there exist more kinds of implications between the
events and their participants. For example, LexPar (Coyne and Rambow,
2009) and FRED (Aharon et al., 2010) contain entailment relations derived
from FrameNet such as Cause and Perspective on . These resources have
proved their utility in datasets like ACE.
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Disk drive was down at 11/16-2305.
Has select lock.

Table 2.15: The theme of the predicate has is missing.

2.5 Implicit Semantic Role Labelling

Although recent works have shown that solving the implicit roles can extend
significantly the semantic annotation, there is a remarkable lack of previous
research in the literature. The first attempt for the automatic recovery of
implicit semantic information was presented by Palmer et al. (1986). This
paper contains a description of how the different components of the PUNDIT
system interact to make explicit the implicit information. PUNDIT considers
that some empty syntactic constituents and unfilled semantic roles may be
implicit entities. So, once syntax and semantics capture these missing entities,
PUNDIT lets its pragmatic component solve them as a coreference resolution
task. Consider the example in Table 2.15 taken from Palmer et al. (1986).

PUNDIT analyses these sentences one by one. For the first one the system
performs syntactic and semantic processing obtaining, for instance, for the
predicate be the role theme filled by the entity disk drive. PUNDIT continues
with the second sentence but in this case the semantic module identifies that
the role theme for the predicate has is unfilled. Then the pragmatic module
treats the empty subject as a pronoun and finds that the only possible referent
according with some semantic selectional constraints is disk drive. In order
to perform all this process Palmer et al. (1986) manually defined a set of
logic rules that work along with some selectional preferences taken from a
manually created domain specific knowledge repository.

In a very similar fashion, Whittemore et al. (1991) made use of an ex-
tended version of the Discourse Representation (Kamp, 1981) to treat missing
roles, called by the author as open roles, as a particular case of anaphora. In
the example in Table 2.16, included in Whittemore et al. (1991), the event
buy of the first sentence has no entity associated with its corresponding
thematic role seller.

However, the missing role is considered as an anaphoric mention whose
proper referent entity is introduced in the next sentence. As the salesman
satisfies the semantic properties of the thematic role seller it can be anchored
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Pete bought a car.
The salesman was a real jerk.

Table 2.16: The seller of the predicate buy is not explicit.

to the anaphora hypothesized in the previous sentence and, consequently, it
can be annotated as the filler of the missing role. Whittemore et al. (1991)
proposed some rules to cover different cases of implicit roles and, like Palmer
et al. (1986), defined semantic properties for a specific set of thematic roles
that can be used as selectional restrictions.

More recently, Tetreault (2002) described another automatic method that
follows closely the previous approaches. In this case the proposal relies on
a notion of focus, the approach used traditionally for anaphora resolution.
The most relevant fact of this work is that it is the first attempt to evaluate
empirically an implicit semantic role labelling algorithm. The author used a
subset of the TRAINS-93 Corpus with coreference annotations and manually
extends the corpus with implicit reference roles. Unfortunately, this was a
very preliminary work that was not taken up again. The resulting corpus
consists of only 86 short sentences with less than 10 words each and only
a very reduced set of verbs and thematic roles (Instrument, Theme, From-
Location and To-Location) were taken into account.

At this point all the systems developed for implicit semantic role labelling
are very similar and are built following the same assumption. That is, the
implicit roles are indeed a special case of anaphora or pronoun resolution.
According to this hypothesis the approaches proposed are basically a combi-
nation of coreference systems that make use of some semantic knowledge that
is exploited to set selectional preferences and logic rules for each thematic
role. Nevertheless, in the previous works the construction of these constraints
is conducted by manual effort over very specific domains or a very small set
of events and thematic roles, resulting in quite limited systems.

Due to its complexity and the lack of knowledge sources or annotated
corpora, the task of implicit semantic role labelling has not received enough
interest for long time. However, over the last few years it has been taken up
again around two different proposals. On the one hand, Ruppenhofer et al.
(2009) presented a task in SemEval-2010 on Linking Events and Their Par-
ticipants in Discourse that, besides the traditional semantic role labelling,
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included an implicit role identification challenge based on FrameNet (Baker
et al., 1998). For developing the corpus for this task some chapters were
chosen from Arthur Conan Doyle’s novels and annotated with semantic in-
formation following the FrameNet paradigm. Specifically, the annotation of
implicit roles covered a wide variety of nominal and verbal predicates, each
one having only a small number of instances. Three systems were presented
but only two faced the implicit semantic role labelling subtask obtaining
quite poor results (F1 below 0,02) according to Ruppenhofer et al. (2010).
VENSES++ (Tonelli and Delmonte, 2010) applied a rule based anaphora res-
olution procedure and semantic similarity between candidates and thematic
roles using WordNet (Fellbaum, 1998). The system was tuned in Tonelli and
Delmonte (2011) improving slightly its performance. SEMAFOR (Chen et al.,
2010) is a supervised system that extends an existing semantic role labeler to
enlarge the search window to other sentences, replacing the features defined
for regular arguments with two new semantic features. Although this system
obtained the best performance in the task, data sparseness strongly affected
the results. Besides the two systems presented to the task, some other sys-
tems have used the same dataset and evaluation metrics. Ruppenhofer et al.
(2011) focused on the correct identification of those missing roles that are
actually implicit. They proved that improvements in this step can provide
significant overall gain even when the procedure of finding the proper filler of
the role is simple. However, the authors did not proposed any novel approach
for this latter step. Gorinski et al. (2013) built four different resolvers based
on semantic role labelling and coreference resolution, each trying to draw
different aspects. The approach was weakly supervised and obtained quite
competitive results. Although the significant gain obtained by the last works
on the SemEval-2010 corpus, all attempts performed over this dataset do not
reach even 0,3 F1. Besides the mentioned data sparseness, these poor results
can also be caused by the nature of the selected documents. Being chapters
from novels several dialogues are included, increasing the complexity of the
task.

On the other hand, Gerber and Chai (2010, 2012) presented and stud-
ied a novel corpus extending the semantic role annotation of the documents
from Penn TreeBank(Marcus et al., 1993) that were already annotated for
PropBank and NomBank. Because the manual annotation of implicit roles
requires a huge effort, the authors decided to focus just on a small set of ten
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predicates17 that satisfy a set of criteria. All of them have an unambiguous
sense, derive from a verb, have a high frequency in the corpus and express
many implicit arguments. For each of the chosen predicates the number of
instances annotated is much larger than the dataset from SemEval-2010 task.
This allowed to avoid the data sparseness problem. The annotation process
revealed that the addition of implicit arguments can increase 71% the num-
ber of roles across all the instances. Gerber and Chai (2010, 2012) also pro-
posed a fully supervised model for automatic implicit semantic role labelling.
In particular, they used a huge set of syntactic, semantic and coreferential
features18 to train a logistic regression classifier. The results of this system
were far better than those obtained by the systems using the SemEval-2010
dataset. However, many of the most important features are lexically depen-
dent on the predicate and cannot been generalized. Thus, the applicability
of the model is limited to the small set of predicates analysed in these works.

The previous work inspired LIARc (Peris et al., 2013), a system for the
automatic annotation of the implicit arguments of deverbal nominalizations
in Spanish. The model was successfully trained and evaluated on a subset of
the IARG-AnCora (Taulé et al., 2012) with an overall F-Measure of 89.9%.
Taulé et al. (2012); Peris et al. (2013) pointed out very interesting differences
between implicit roles in English and Spanish, like, for instance, that the
frequency of elided arguments is much higher in Spanish.

The model by Gerber and Chai (2010, 2012) has been also adapted and
applied for the dataset of the task of SemEval-2010 by Silberer and Frank
(2012). Due to the lack of training data the authors also proposed a heuristic-
based methodology to extend automatically the training corpus. Exploiting
the additional data obtained, their system was able to improve the previous
results but once again the performance of this model remains below 0,3 F1.
Finally, following the same approach, Moor et al. (2013) presented a corpus
of predicate-specific annotations for verbs in the FrameNet paradigm that are
aligned with PropBank and VerbNet and could help to improve the automatic
annotation in future works. In this line, Feizabadi and Padó (2014) described
a study to prove that that implicit roles could be annotated as well as locally
realized roles in a crowd-sourcing set-up.

Finally, recent works have widen the scope and the targets of ISRL. For
instance, Blanco and Moldovan (2014) focused on missing semantic roles

17bid, sale, loan, cost, plan, investor, price, loss, investment, fund
18Gerber and Chai (2012) includes a set of 81 different features.



50 State of the art

within the same sentence of the predicate. Instead of core arguments, that
were the goal of previous works, they run their approach to modifiers, includ-
ing TIME, LOCATION, MANNER, PURPOSE and CAUSE. On the other
hand, Stern and Dagan (2014) investigated implicit semantic roles in the the
context of textual inference scenarios. For this purpose, they developed a
novel dataset and propose some methods for a task that differs substantially
the labelling of roles. In fact, it consisted in answering, yes or not, if a pro-
posed candidate could be the implicit filler of a predicate according to some
facilitated prior information that, according to the authors, eases the task.

As show in this section, the most recent proposals to the implicit semantic
role labelling still follow strategies similar to those proposed by early works.
The introduction of new corpora and the use of statistical and machine learn-
ing methods have allowed a deeper study of the task including more precise
empirical evaluations. However, the hypothesis behind both early and re-
cent approaches has remained substantially the same, namely, the implicit
roles consist in a particular case of anaphora and can be recovered applying
methods that combine entity coreference resolution and traditional seman-
tic role labelling. Moreover, these approaches have shown that they need
large amount of manually annotated training-data, otherwise they offer poor
performances.



IMPLICIT SEMANTIC
ROLES IN DISCOURSE





CHAPTER 3

A framework for Implicit Semantic Role

Labelling

This chapter presents a summary of the complete framework of the research
developed in this work. Section 3.1 presents a new general model for Implicit
Semantic Role Labelling (ISRL). This is the model we unfold in subsequent
chapters of the dissertation. In particular, the new model exploits different
correferential elements which appear in the context of the predicate mentions.
Section 3.2 briefly introduces the techniques we propose to overcome the
need of developing large and costly annotated corpora for ISRL. In Section
3.3 we relate the new general model for ISRL described in this chapter with
respect to the particular approaches for ISRL that are explained in the rest
of chapters of this dissertation. Section 3.4 presents two existing datasets we
use to evaluate our systems. The first one is based on FrameNet and the
second on PropBank/NomBank. Finally, Section 3.5 introduces the scoring
metrics used to evaluate ISRL systems

3.1 A new model for ISRL

Implicit roles are those participants of the event mentions that do not appear
in the near context of their predicates. These implicit roles are not captured
by traditional SRL systems Gildea and Jurafsky (2002) which only focus
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on the explicit ones. That is, those that have a direct syntactic relationship
with their predicates. However, implicit roles usually appear expressed in the
surrounding context of the predicate mentions and can be identified by inter-
preting the discourse. This anaphoric phenomena is very frequent in natural
language because human writers tend avoid repetitions of the same informa-
tion and rely on the inference capabilities of the readers for understanding
the text.

In order to ilustrate our new model for Implicit Semantic Role Labelling
(ISRL), Figure 3.1 presents a set of predicates (Pn) and their roles (Rn) in a
discourse, some of which are implicit (marked by dotted lines). For instance,
the predicate P2 has an explicit role R2 and an implicit one R1. The figure
shows that these missing roles may refer to anaphoric roles associated to
other predicates in the discourse. For instance, in Figure 3.1, the implicit
role R3 of the predicate P3 corresponds to the explicit role R3 of predicate
P4 which appear later in the discourse. Moreover, the predicates sharing the
same roles can also be related because they refer to the same event or to
different but closely related events. For instance, the former case (i.e. same
event) is represented by the equal = relation between predicates P3 and P4.
The later case (i.e. closely related event) is represented by the ∼ relation
between predicates P2 and P3.

Figure 3.1: Our general model for ISRL.
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Quest Medical Inc said it adopted [arg1 a shareholders’ rights] [np plan]
in which rights to purchase shares of common stock will be distributed as
a dividend to shareholders of record as of Oct 23.

Table 3.1: In this sentence the arg0 of the predicate plan is missing.

Thus, the correct identification of the fillers of the implicit roles of a pred-
icate consists on locating the proper elements in the context of the predicate
that allows to complete the semantic interpretation of the event triggered
by the predicate. As many other tasks in NLP, ISRL relies on the proper
identification of the reference information expressed explicitly in other parts
of the discourse.

In general, implicit roles have been considered as a particular case of
anaphora (Palmer et al., 1986; Whittemore et al., 1991; Tetreault, 2002).
For that reason, previous works on ISRL have commonly faced this task as
an hybridization of traditional SRL and correference resolution (Silberer and
Frank, 2012; Gerber and Chai, 2010). In these approaches, a missing role is
considered as a not expressed mention of a referent entity. This assumption
relates closely the implicit role resolution with zero-anaphora. The example
in Table 3.1 shows a case where the filler of the implicit arg0 of the predicate
plan, Quest Medical Inc, could be recovered by this kind of techniques. The
Chapter 5 of this document contains a system that follows this idea.

However, we believe ISRL can be also faced focusing on the predicates
that have missing arguments. Figure 3.1 shows how in some cases the role of
a predicate is not expressed because it has been already explicitly introduced
associated to other related predicates. For example, this can be the case of
role R3 of the predicate P3 which refer to the same event described by the
predicate P4 having the explicit role R3. Dahl et al. (1987) suggested that
pronouns that refer to predicates could acquire the same argument struc-
tures. This setting changes the approach from previous proposals because,
the anaphora resolution is focused on the predicates, not on the roles. In other
words, this strategy is based on event coreference and it can be extended not
only to transfer annotations to pronouns but to solve missing roles of those
predicates that refer to the same events. The suitability of applying event
coreference for ISRL can be seen in the example of the Table 3.2. In this
case, both mentions of the predicate loss refer to the same event and ob-
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[arg0 The network] had been expected to have [np losses] [arg1 of as
much as $20 million] [arg3 on baseball this year]. It isn’t clear how much
those [np losses] may widen because of the short Series.

Table 3.2: In the second sentence the predicate losses does not have eny explicit
role.

viously, they share the same arguments. Chapter 6 describes an algorithm
that includes a basic event coreference strategy for Implicit Semantic Role
Labeling.

The relation with equal sign between predicates P3 and P4 in Figure 3.1
means that these predicates are referring exactly to the same event. Thus,
they possibly share their arguments, being these expressed (explicit) or not
(implicit). That is, if predicate P3 and predicate P4 refer to the same event,
their roles should be also the same1. Thus, role R2 of predicate P3 and role R2

of predicate P4 should contain the same fillers. Similarly, role R3 of predicate
P3 and role R3 of predicate P4 should be associated to the same fillers.

Moreover, the same event can be expressed from different perspectives.
This could be the case of predicates such as sell and buy. In Figure 3.1, this
corresponds to the relation with the ∼ sign between predicates P2 and P3.
In this case, these predicates can share some roles but not all of them. For
instance, both predicates share role R2 but they do not share neither R1 nor
R3.

Furthermore, event coreference chains can also cover predicate mentions
that refer to parts of a complex event or to other semantically related events.
This could be the case of predicates such as pay and buy. Although in
these cases the semantic roles could be different, their participants should be
the same. Covering these relations between predicates and roles is another
challenge for ISRL. The example in Table 3.3 illustrate this type of scenario.
In this example, all the arguments of the predicate price are implicit. This
case can be solved knowing that for every buy event there is implied a price
event and knowing how their roles are interrelated. The influence of these
kind of relations for ISRL is studied in Chapter 7.

Our research covers the general model descibed in this chapter, with spe-

1When the discourse does not contain contradictory statements.
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[arg0 He] has [arg1 four stocks] in mind to [vp buy] if the [np prices] drop
the level he wants.

Table 3.3: In this sentence all the roles of the predicate price are omitted.

cial emphasis on studiying existing relations between predicates. Of course,
there exists even more complex situations. In Figure 3.2, the non-explicit role
R2 of the predicate P2 refers to R1 that belongs to the predicate P1. But in
this case the predicate P1 is also not expressed.

Figure 3.2: Both role R2 and predicate P1 are elided.

For instance, in the example of Table 3.4, the filler of the argument arg0
of the nominal predicate sale is the seller of the event. However, the filler
of arg1, the thing sold, is not explicitly expressed. However, the noun phrase
computer companies implies that there exist an implicit predicate sell where
the argument arg0 is companies and the argument arg1 is computers. Thus,
computer, the filler of argument arg1 of predicate sales can be recovered.
This kind of advanced inferencing can provide the clue to solve many implicit
roles, but their study exceeds the scope of the current dissertation.



58 A framework for Implicit Semantic Role Labelling

..., and [arg0 computer companies] in general are experiencing slower [np
sales].

Table 3.4: The arg1 of the predicate sales in this sentence is not explicit.

3.2 Dealing with data sparsity

The most difficult subtask for any ISRL system and, consequently, the focus
of the main body of our research, is the identification of the actual fillers of
each inplicit role. On this subtask, the most successful approaches have been
the supervised machine learning systems of Gerber and Chai (2010, 2012) and
Silberer and Frank (2012). These methods, which are very similar each other
but adapted to different datasets, rely on a set of features that combines
entity coreference and SRL. But many of these features, specifically those
related with SRL, strongly depend on the predicate lemma, in the case of
PropBank/NomBank based systems, or in the name of the frame or the
frame-element, in the case of FrameNet based ones. This point would no be
really an inconvenience if there was available sufficient amount of corpora
annotated with implicit roles. Unfortunately, this is not the case. On the
one hand, available training dataset based on FrameNet is very limited and
contains a few number of implicit roles. On the other hand, the training set
developed for PropBank/NomBank only contains annotations for just a set
of ten different nominal predicates.

Obviously, the limited coverage of available training corpora makes the
supervised ISRL systems useless for real world applications. The features
that those system exploit have proved to be really effective for ISRL but
their use can not be easily extended to other predicates without additional
training data. Moreover, the annotation effort of this data for all predicates
and languages could be totally prohibitive. For that reason, in order to in-
clude implicit roles in an automatic natural language processing chain it
is desirable to explore more generic approaches, avoiding lexical-dependant
features, or approaches that do not require training data. This is why our
research focuses on unsupervised or deterministic systems.

Thus, our research proposes three different main strategies:

• Generalizable features. As already said, lexical-dependant features
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need a large quantity of annotated instances for each predicate. There-
fore, we focus on describing features that can capture the implicit roles
characteristics in a more general way. Moreover, we also devised ways
to exploit available annotations for explicit roles to learn useful infor-
mation for ISRL.

• Knowledge based systems. SRL and ISRL systems both rely on
existing large-scale semantic resources such as PropBank/NomBank
or FrameNet. Furthermore, these semantic resources are also inter-
conected to other semantic knowledge bases such as VerbNet (Kipper
et al., 2000; Kipper, 2005) or WordNet(Fellbaum, 1998) through Sem-
Link (Palmer, 2009) or the Predicate Matrix (López de Lacalle et al.,
2014b, a). We can devise new ways to exploit these resources to de-
rive a very rich set of semantic relations between predicates and roles.
Although taking advantage of this information is not always trivial, it
can be of utility for existing ISRL systems.

• Deterministic algorithms. In recent years the interest on unsuper-
vised approaches has been increasing in many NLP tasks. A great num-
ber of works present models trained using huge amounts of raw data.
Some other works develop algorithms that recover deterministic pro-
posals based on simple but robust linguistic principles. As this kind
of rule-based systems have proved to obtain very successful results for
corefence resolution (Raghunathan et al., 2010), we expect also good
performances for ISRL.

3.3 ISRL approaches

The combination of our model on ISRL explained in Section 3.1 and the
strategies proposed to overcome the need of developing large and costly an-
notated corpora for ISRL descibred in Section 3.2 produces as a result the
different approaches for ISRL of the current dissertation:

1. According to previous works that relate ISRL with entity coreference,
we study a set of features and methods commonly used for anaphora
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and coreference resolution in order to adapt them for training a lexical
independent model for ISRL. This approach is described in Chapter 5.

2. Since focusing just on the characteristics of the coreferent entities may
be insufficient to match the referents of elided roles, we present a novel
deterministic method that includes a simple strategy for event coref-
erence and does not require training data. Chapter 6 describes the
resulting algorithm and experiments.

3. Obviously, more complex semantic event relations connect the partic-
ipants in a discourse. Discovering these relations predicates and roles
in the text can help to discover the fillers of the implicit arguments.
Chapter 7 describes an extension of the previous approach using a new
lexical knowledge base derived from FrameNet that relates different
PropBank/NomBank predicates with their roles.

3.4 Datasets

The experiments presented in this research use two different datasets. On the
one hand, Ruppenhofer et al. (2010) presents a task in SemEval-2010 that
includes an implicit argument identification challenge based on FrameNet
(Baker et al., 1998). The corpus for this task consists of some novel chapters.
They cover a wide variety of nominal and verbal predicates, each one hav-
ing only a small number of instances. On the other hand, Gerber and Chai
(2010, 2012) study the implicit argument resolution on NomBank (Meyers
et al., 2004). Unlike the dataset from SemEval-2010 (Ruppenhofer et al.,
2010), in this work the authors focus just on a small set of ten predicates.
But for these ten nominal predicates, they annotate a large amount of in-
stances in the documents from the Wall Street Journal that were already
annotated for PropBank (Palmer et al., 2005) and NomBank.

3.4.1 SEMEVAL-2010 dataset

The corpus released in SemEval-2010 for Task 10 Linking Events and their
Participants in Discourse contains some chapters extracted from two Arthur
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Conan Doyle’s stories. The Tiger of San Pedro chapter from The Adventure
of Wisteria Lodge was selected for training, while chapters 13 and 14 from
The Hound of the Baskervilles were selected for testing. The text is written
in first person and, as is common in novels, contains lots of quoted sentences
that are usually part of dialogues between different characters. Table 3.5
presents an excerpt of chapter 13 of The Hound of the Baskervilles.

The texts are annotated using the frame-semantic structure of FrameNet
1.3. Those Core frame-elements not present in the sentences are annotated
as Null Instantiations (NI). The annotation also includes the type of the NI
and the recoverable fillers for each Definite Null Instantiations (DNI). Table
3.6 shows the number of sentences, DNI and explicit frame-elements (FE)
in the dataset. The annotators of this dataset did not stablish any kind of
restriction, resulting a very diverse set of nominal and verbal predicates, but
having a low number of instances per predicate, resulting in a very sparse set
of NIs. Moreover, the Null Instantiations in the training set is even smaller
than the number of annotations in the testing set.

All the documents are enriched with a constituent-based parsing and for
the training document there are also manual coreference annotations avail-
able. The dataset includes the annotation files for the lexical-units and the
full-text annotated corpus from FrameNet. Although, the task was mainly fo-
cused on FrameNet, the dataset also contains annotations in PropBank style.
However, due to the differences between those resources the annotations are
not fully comparable.

The main problem of this corpus is its sparseness. There are only three
documents in the training data and they do not cover a large number of Null
Instantiations. Moreover, the nature of the documents (extracts of novels in
first person with many dialogues) and its large size per document (changing
the focus of the discourse quite frequently) makes this dataset quite difficult
to process. However, it covers a wide number of different predicates including
verbs and nouns, making possible to study them separately. In addition, the
inclusion of a gold-standard coreference annotation in the training dataset al-
lows to exploit some interesting features. The work in Chapter 4 and Chapter
5 use this dataset for evaluation.

3.4.2 Beyond NomBank

Gerber and Chai (2010, 2012) developed a different dataset (hereinafter BNB
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Sir Henry was more pleased than surprised to see Sherlock Holmes, for he
had for some days been expecting that recent events would bring him down
from London. He did raise his eyebrows, however, when he found that
my friend had neither any luggage nor any explanations for its absence.
Between us we soon supplied his wants, and then over a belated supper we
explained to the baronet as much of our experience as it seemed desirable
that he should know. But first I had the unpleasant duty of breaking the
news to Barrymore and his wife. To him it may have been an unmitigated
relief, but she wept bitterly in her apron. To all the world he was the man
of violence, half animal and half demon; but to her he always remained the
little wilful boy of her own girlhood, the child who had clung to her hand.
Evil indeed is the man who has not one woman to mourn him.
"I’ve been moping in the house all day since Watson went off in the morn-
ing," said the baronet. "I guess I should have some credit, for I have kept
my promise. If I hadn’t sworn not to go about alone I might have had a
more lively evening, for I had a message from Stapleton asking me over
there."
"I have no doubt that you would have had a more lively evening," said
Holmes drily. "By the way , I don’t suppose you appreciate that we have
been mourning over you as having broken your neck?"

Table 3.5: A section of chapter 13 of The Hound of the Baskervilles.

which stands for Beyond NomBank) extending existing predicate annotations
for NomBank and ProbBank. BNB presents the first annotation dataset of
implicit arguments based on PropBank and NomBank frames. This annota-
tion is an extension of the standard training, development and testing sec-
tions of the Penn TreeBank. The Penn TreeBank have been typically used for
Semantic Role Labelling (SRL) evaluation and has been already annotated
with PropBank and NomBank predicate structures. The documents are 500
articles (400 for the training set and 100 for the testing set) obtained from
those of the Wall Street Journal corpus related to the domain of economy.
They are written in a common journalistic style and tend to be quite con-
crete and brief, each document contains an average of around 21 sentences,
and can include some quotations. Table 3.7 presents an example of the BNB
corpus.

The authors selected a limited set of predicates. These predicates are
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data-set #sentences DNIs (solved) Explicit FE

train 438 303 (245) 2,726
test-13 249 158 (121) 1,545
test-14 276 191 (138) 1,688

Table 3.6: Number of DNI and Explicit FE annotations for the SemEval-10 Task-
10 corpus.

Investors who bought stock with borrowed money – that is, "on margin"
– may be more worried than most following Friday’s market drop. That’s
because their brokers can require them to sell some shares or put up more
cash to enhance the collateral backing their loans. In October 1987, these
margin calls were thought to have contributed to the downward spiral of
the stock market. Typically, a margin call occurs when the price of a stock
falls below 75% of its original value. If the investor doesn’t put up the
extra cash to satisfy the call, the brokerage firm may begin liquidating the
securities.
But some big brokerage firms said they don’t expect major problems as
a result of margin calls. Margin calls since Friday "have been higher than
usual, but reasonable, " a spokesman for Shearson Lehman Hutton Inc said.

Table 3.7: A section of the document wsj 2393 from the Wall Street Journal
corpus.

all nominalizations of other verbal predicates, with no sense ambiguity,
that appear frequently in the corpus and tend to have implicit arguments
associated with their instances. These constraints allowed them to model
enough occurrences of each implicit argument in order to cover adequately all
the possible cases appearing in a test document. For each missing argument
position they revised all the preceding sentences and annotated all mentions
of the filler of that argument. Table 3.8 shows the list of predicates and the
resulting figures of this annotation. From left to right, number of instances
and implicit arguments per predicate in the whole dataset (including train
and test) and in the test set.

As this corpus is the same that the one distributed in the CoNLL SRL
tasks, it is also possible to integrate the information from these datasets.
Specifically, the documents of the CoNLL-2008 task Surdeanu et al. (2008)
include both manual and predicted annotations for syntactic dependencies,
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Full Test

Predicate Inst. Imp. Inst. Imp.

sale 184 181 64 60
price 216 138 121 53
bid 88 124 19 26
investor 160 108 78 35
cost 101 86 25 17
loan 84 82 11 9
plan 100 77 25 20
loss 104 62 30 12
fund 108 56 43 6
investment 102 52 21 8

Overall 1,247 966 437 246

Table 3.8: BeyondNomBank annotation figures. Columns 2 and 4 gives the number
of predicate instances in the dataset. Columns 3 and 5 indicates the number of
implicit arguments per predicate.

named entities and super-sense labels as semantic tags (Ciaramita and Altun,
2006).

This dataset covers a large number of documents. Although taking into
account that just a short set of nominal predicates limits the analysis of the
experiments, the number of instances of implicit arguments per each of these
predicates can result on quite a good confidence on the final results. The style
of the texts and, specially, their small size makes the information contained
in one document much concise and precise. This feature allows to study new
strategies for ISRL as those explained in Chapter 6 and Chapter 7.

3.5 Scorers

Unlike in traditional semantic role labelling tasks, the gold standard fillers
of the implicit semantic roles are not always unique. In many cases, the
elided arguments refers to entities that are mentioned more than once in the
discourse. For this reason, any ISRL dataset must include full coreference
chains for every entity being a gold-standard filler of an implicit role. That
is, an answer provided by an ISRL system should be taken as correct if it
matches any of the possible mentions of the actual filler.
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The proposal by Ruppenhofer et al. (2010) defines the NI linking Precision
as the number of all true positive links divided by the number of links made
by a system. NI linking Recall is defined as the number of true positive links
divided by the number of links between a NI and its equivalence set in the
gold standard. NI linking F −Score is then calculated as the harmonic mean
of precision and recall.

However, since any prediction including the head of the correct filler is
scored positively, selecting very large spans of text would obtain very good
results2. For example, [madam] and [no good will, madam] would be evaluated
as positive results for a [madam] gold-standard annotation. Therefore, the
scorer also computes, for those cases when the head of the gold-standard has
been correctly matched, the overlap (Dice coefficient) between the words in
the predicted filler (P) of an NI and the words in the gold standard one (G):

Dice coefficient =
2 |P ∩ G|
|P | + |G|

(3.1)

On the other hand, Gerber and Chai (2010, 2012) follow the same pro-
posal but they perform the evaluation slightly differently. For every argument
position in the gold-standard their scorer also expects a single predicted con-
stituent to fill in. In order to evaluate the correct span of a prediction, the
result is scored using the same Dice coefficient presented above over all the
mentions of the gold-standard missing argument. Then, the highest value is
chosen. If the predicted span does not cover the head of the annotated filler,
the scorer returns zero. Then, Precision is calculated by the sum of all pre-
diction scores divided by the number of attempts carried out by the system.
Recall is equal to the sum of the prediction scores divided by the number of
actual annotations in the gold-standard. As usual, F − Score is calculated
as the harmonic mean of recall and precision.

Table 3.9 shows how differently these two strategies score the same case.
Suppose that the only annotation in the gold-standard is the [madam] from
the previous example and a hypothetical system returns [no good will, madam]
as its prediction. Assuming that the answer of the system has five words, in-
cluding the comma, the results given by the two scoring methods would be
as follows:

2In particular, returning the whole document would obtain perfect precision and recall.
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Precission Recall F-Score Overlap

Ruppenhofer et al. (2010) 1.0 1.0 1.0 0.3
Gerber and Chai (2010) 0.3 0.3 0.3 -

Table 3.9: Diffences between the two scoring strategies. The method by Gerber
and Chai (2010) does not compute the Overlap separately.

Obviously, the Gerber and Chai (2010) scorer is more strict than the one
designed in Ruppenhofer et al. (2010) because it provides a better correlation
with respect to the errors performed. However, in the following chapters, in
order to obtain a proper comparison with respect state-of-the-art systems,
we use the evaluation approach associated to its corresponding dataset. That
is, we apply the scorer proposed by Ruppenhofer et al. (2010) in Chapter 4
and Chapter 5, and the scorer defined by Gerber and Chai (2010, 2012) in
Chapter 6 and Chapter 7.



CHAPTER 4

First steps for Implicit Semantic Role

Labelling

This chapter presents some first considerations on implicit semantic role la-
beling (ISRL). Section 4.1 describes our general approach for ISRL. That is,
first selecting the missing roles of a predicate mention and second, discover-
ing in its surrounding context the actual argument fillers of the missing roles.
This section also describes the main differences between FrameNet and Prop-
Bank schemas when facing the first step of the general approach for ISRL.
Section 4.2 presents an initial evaluation of a basic system on the FrameNet
dataset for detecting the missing roles of a predicate mention. The chapter
finishes with some concluding remarks in Section 4.3

4.1 Labelling implicit roles

In general, any system developed for Implicit Semantic Role Labeling (ISRL)
must solve two essential subtasks:

1. Selecting the missing roles of a predicate mention that should be pro-
cessed in the second step
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For private-sector union workers, the cost of wages and benefits rose 0.9%
in the third quarter.
For non-union workers, the costs rose 1.4%.

Table 4.1: Example of the surrounding context of a mention of the predicate cost.

2. Discovering in its surrounding context the actual argument fillers of the
implicit roles selected in the previous step.

In fact, the most difficult subtask of any ISRL system and, consequently,
the focus of the main body of our research, is the second step. That is, the
identification in their surrounding context of the actual fillers of each implicit
roles. However, we need to address the first step before. The current chapter
describes the main differences between FrameNet y PropBank schemas when
facing this step.

4.1.1 Detecting the missing roles of a predicate men-
tion

Depending whether we use FrameNet or PropBank schemas and datasets,
the first step of the general approach for ISRL can become a much more
complex task. Table 4.1 presents an example to illustrate the first step of a
general ISRL process.

Table 4.2 presents the role structure of the predicate cost.n according to
NomBank. Using this schema, the two steps designed to address the ISRL
can be instantiated as:

1. Selecting the missing PropBank/NomBank arguments of a predicate
mention that should be processed in the second step.

2. Discovering in its surrounding context the actual argument fillers of the
implicit PropBank/NomBank arguments selected in the previos step.
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arg1 Commodity
arg2 Price
arg3 Buyer

Table 4.2: Role structure of the predicate cost.01 in NomBank.

Checking its structure, we can easily discover that arg1-Commodity and
arg2-Price have not been realized in its sentence boundaries. The argument
arg1-Commodity could be filled with [the wages and benefits] of the previous
sentence and be considered as implicit. With respect the argument arg2-
Price, its filler is not mentioned at all.

When processing NomBank/PropBank, we follow a very simple strategy.
We rely on the predicate-frame description to detect the missing roles of a
predicate mention. That is, we perform the second ISRL subtask for all core
arguments of the predicate structure of the mention which are not explicitly
captured by a traditional SRL system. In our example, we perform the second
step of the ISRL task for both arg1-Commodity and arg2-Price. That is, we
select all PropBank/NomBank arguments of all predicate mentions to be
considered by the second step of the general ISRL process.

On the other hand, using the FrameNet schema, the two steps designed
to address the ISRL can be instantiated as:

1. Detecting which are the missing roles (or DNIs) of a predicate mention
(or LU) that should be processed in the second step.

2. Discovering in its surrounding context the actual fillers of the DNIs
detected in the previos step.

However, in FrameNet (Baker et al., 1998), the structures of the frames
evoked by the predicates, or lexical-units (LU), are more complex. For ex-
ample, the set of possible roles tend to be much larger. These roles or
frame-elements (FE) involve both essential participants of the frame, Core
frame-elements, and extra thematic pieces of information, Non-Core frame-
elements. For the predicate cost.n of the previous example the role structure
of the frame it evokes, Expensiveness, is presented in Table 4.3.
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Expensiveness
Core:

Assert
Goods
Intended event
Payer

Non-core:
Degree
Origin
Rate
Time

Table 4.3: Role structure of the predicate cost.n of the frame Expensiveness in
FrameNet.

A large number of FE per frame introduces an extra level of difficulty. Not
all of them will appear neither explicit nor implicit. Applying the Expen-
siveness frame to the previous case, the FE Payer would result filled explic-
itly by [non-union workers ] and Goods implicitly by [wages and benefits ]. This
process leaves seven remaining FEs as unfilled. Four of them non-core. Obvi-
ously, trying to solve all of them would increase the probability of introducing
a large number of mistakes. Moreover, FrameNet defines some relations be-
tween FEs to stablish their simultaneous compatibility/incompatibility. For
instance, between the FEs Goods and Intended event the relation Excludes
is defined. This relation means that if one of the FEs is present for a LU the
other one is not supposed to be present. Ruppenhofer et al. (2010) pointed
out the convenience of including an additional step for selecting the roles that
should be considered on the filling process and proposed some suggestions for
exploiting the ontological knowledge of FrameNet. Ruppenhofer et al. (2011)
applied these recommendations and proved empirically their utility.

However, the fixed set of rules that can be obtained from FrameNet are
not always able to capture completely the interaction between the FEs. For
example, applying the approach of Ruppenhofer et al. (2010) to the previous
example, only the Core FEs would be taken into account. This would let
just the rolesGoods, Intended event and Assert to be processed by the ISRL
system. Furthermore, if the FE Goods is filled, it would exclude the FE
Intended event. Although the inclusion of these constraints could reduce the



4.2 A first model for DNI resolution 71

possibility of committing mistakes, we devised a new filtering process triying
to overcome the limitations of the existing constraints.

This section presents a new strategy that relies on the hypothesis that the
patterns of explicit realizations of roles can be learned and used to perform
the filtering process. For instance, from the patterns of explicit occurrences
of FEs of the frame Expensiveness, it can be learned that when the FE
Payer is present, the most common pattern is the one that includes just the
FEs Payer and Goods. According to this, in the case presented above, only
the FE Goods should be considered in the search of implicit roles, reducing
dramatically the risk of mistakes.

Following this approach, we present a system that performs, not only
the DNI identification step but also a very simple DNI filling process. The
approach just exploits the annotations of the explicit roles in both cases.
However, this system is focused on the first step of the ISRL process.

4.2 A first model for DNI resolution

As said in Chapter 3, the sparseness of the training data in the SemEval-
2010 dataset presents a very challenging problem. In previous works, as the
one by Chen et al. (2010), the authors complain that the total number of
annotations for DNIs is small to train supervised systems.

Thus, we propose that the explicit annotations can be exploited for the
Null Instantation (NI) resolution. In particular, this preliminary version of
our model learns the semantic knowledge associated to the heads of the
participants that fill the explicit frame-elements occurring in the text. This
knowledge is then used to capture the heads of the participants that should
fill the Definite Null Instantiations (DNIs). For this preliminary model we
leave aside the definition of the correct spans of the fillers.

First of all we perform a syntactic and semantic analysis of the dataset,
for both training and testing parts. We use the Stanford parser1 to obtain the
named entities and coreference chains in order to process all the occurrences
of the same participant as a unique item. We also perform a very simple Word
Sense Disambiguation (WSD) process assigning to each word, when possible,
the most frequent sense of WordNet (Fellbaum, 1998). This heuristic has been

1http://nlp.stanford.edu/software/dcoref.shtml

http://nlp.stanford.edu/software/dcoref.shtml
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Frame#frame-element Head SemanticType

Expectation#Cognizer Holmes [person] Function#Human#Living#Object

Residence#Location hotel Artifact#Building#Object

Opinion#Opinion that that#IN

Table 4.4: Some examples of semantic types assigned to FEs. In brackets, the
label of the named entity recognition

Apparently [the tenantsResidence]Resident had brought little or nothing
with them. DNILocation

Table 4.5: Example of annotation for the lexical-unit tenant.n of the frame
Residence.

used frequently as a baseline in the evaluation of WSD systems and it seems
to be very hard to beat (Gale et al., 1992). As the senses of WordNet have
been mapped to several ontologies, this disambiguation allows us to label the
documents with ontological features that can work as semantic types. In this
experiment we use the Top Ontology (TO) (Álvez et al., 2008). For those
cases where the words can not be labelled with any feature we define the
pair lemma#part-of-speech as their semantic type (see the last example in
Table 4.4). Our model assigns to each instantiated FE, the ontological feature
of the syntactic head of its filler. Then, our model learns from the training
data the probability distribution s of the semantic types of each FE. It also
calculates the probability distribution p of the part-of-speech of the head of
their fillers. The model includes in the training data the explicit annotations
from the test document which is being analyzed. Table 4.4 contains three
different examples of this assignment, the first one corresponds to a case
where the TO feature has been assigned through the named entity label.

The first step of the ISRL process consist on deciding which not instan-
tiated FEs should be filled. That is, which are Definite Null Instantiations.

Since our approach exploits the explicit annotations, our strategy differs
notably from those presented in previous works. Following with the example
shown in Table 4.5, suppose we are processing the lexical-unit tenant.n
belonging to the frame Residence and the instantiated FE Resident :

First, our system collects from the training data the most common FE
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patterns of the corresponding frame of the LU under study. The patterns
collected must contain the instantiated FEs of the LU. Table 4.6 shows the
patterns collected for the previous example.

Pattern Freq.

Resident Location 384
Resident Co resident Location 34
Resident Co resident 14
Resident 13
Resident Location Manner 1
Resident Location Time 1

Table 4.6: Most common patterns for the frame Residence containing the FE
Resident ordered by frequency

Then, the system defines as DNIs all the Core frame-elements of the
most common pattern that are missing for the lexical-unit that it is being
processed. In the example above the most common pattern having the FE
Resident is the one formed by the sequence of FEs Resident and Location.
As the FE Location is indeed a Core FE of the frame Residence, it will be
defined as a DNI of tenant.n and our system will try to find a filler for it.

Once the previous process has been applied for all the lexical-units in
the document, our system can perform the DNI resolution. Gerber and Chai
(2010) showed that the vast majority of the fillers of the implicit arguments
can be found within the same sentence containing the predicate or in the two
previous ones. They establish a window formed by these three sentences and
considers as possible candidates the participants belonging to that window.
We use the same criteria in our current model. Thus, our system selects the
filler among the terminals that belong to the three sentences, the closest one
that maximizes P (s, p), the joint probability of s and p. Following with the
example, our system calculates P (s, p) for all terminals in the three sentence
window of tenant.n as shown in Table 4.7.

Table 4.8 shows that, in this case, [house] obtains the higher joint prob-
ability. Consecuently, our model selects this participant as the filler for the
NI Location for the predicate tenantn.
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“Now, Mr. Holmes, with your permission, I will show you round the house.”
The various bedrooms and sitting-rooms had yielded nothing to a careful
search. Apparently the tenants had brought little or nothing with them.

Table 4.7: Example of the three sentence window for the lexical-unit tenant.n.

Head PoS SemanticType P(s) P(p) P(s,p)

house N Artifact#Building#Object 0.164 0.376 0.062

bedroom N Artifact#Building#Object#Part#Place 0.005 0.376 0.002

sitting-room N Artifact#Building#Object#Part#Place 0.005 0.376 0.002

Holmes [person] N Function#Human#Living#Object 0 0.376 0

show V Communication#Dynamic#Experience 0 0 0

Table 4.8: Resulting probabilities for some of the candidates in the context of
tenantn

4.2.1 Evaluation

As explained previously, the first step of the model consists on the correct
identification of those missing FEs that are actually DNIs. Given that the
final output of the system depends strongly on this first step, we evaluate the
performance of our methodology in the DNI identification process. Table 4.9
shows how our system outperforms state of the art systems on this subtask.2

System P R F1

Tonelli and Delmonte (2010) - - -
Chen et al. (2010) 0.57 0.03 0.06
Tonelli and Delmonte (2011) 0.39 0.43 0.41
Our model 0.50 0.66 0.57

Table 4.9: Evaluation of DNI identification.

For the second subtask, we have used the scorer provided for NI subtask
for the evaluation of the DNI resolution. This scorer works slightly different

2Values for the first version of VENSES++ were not reported. Silberer and Frank
(2012) obtain a Recall of 0.4 in NI classification but they do not report results separately
for DNI.
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that the one for the traditional SRL subtask. Table 4.10 presents the results
of the different systems.3 It includes the performance of our system when
learning either the lemmas or the semantic types of the head of the fillers.
These results show that there is an additional gain exploiting the semantics
of the fillers.

System P R F1 Over.

Tonelli and Delmonte (2010) - - 0.01 -
Chen et al. (2010) 0.25 0.01 0.02 -
Tonelli and Delmonte (2011) 0.13 0.06 0.08 -
Silberer and Frank (2012) 0.09 0.11 0.10 -
This work (lemmas+pos) 0.13 0.23 0.17 0.54
This work (semantic-types+pos) 0.15 0.25 0.19 0.54

Table 4.10: Performance of our system compared with the systems using SemEval
2010 dataset.

Although our system obtains better results than alternative approaches,
such a low figures clearly reflect its inherent difficulty. Our system clearly
outperforms VENSES++ in terms of both precision and recall. SEMAFOR
seems to solve much accurately a very limited number of cases. Finally, we
also include the best results from (Silberer and Frank, 2012) obtained when
using for training a larger corpus extended heuristically. In fact, their results
are much lower when using only the training corpus provided for the task. It
is worth mentioning that a window of three sentences around the predicate
sets the upperbound recall to 76% for DNIs appearing in the test documents.

These results are just preliminary because, as it can be seen, the Overlap
value is quite low. That means that spans of the predicted fillers are not
accurately adjusted and they may contain too many tokens. Unfortunately,
none of the rest of the proposals facing this task provides this score, so there
is no possibility of performing a reliable comparison.

3The values of P and R for the first version of VENSES++ were not provided.
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4.3 Conclusion

In this chapter, we explain that a general ISRL process consists of two
different steps and we focus on the first one. We describe that for Prop-
Bank/NomBank we can apply a very simple strategy but for FrameNet we
prefer to perform a more sophisticated strategy due to the complexity of
the FE structures of the frames. This strategy is based on learning for each
frame patterns of FEs that occur explicitly in the text. We present a prelimi-
nary system for the full ISRL process based on FrameNet that integrates this
strategy. The results show that it obtains much better results than previous
works.

The rest of the chapters of this document present approaches to face
the second step of ISRL. That is, for detecting the fillers of the already
selected implicit roles. However we also need to apply any of the strategies
described in this section for solving the first step. For the model presented
in Chapter 5 we use the strategy explained in Section 4.2 because this model
is trained in the FrameNet based dataset. On the other hand, for the other
two approaches described in Chapter 6 and Chapter 7, as they are focused
on the PropBank/NomBank dataset, we apply the simple strategy showed
in Section 4.1.1.



CHAPTER 5

Elided roles as a particular case of anaphora

In this chapter we present an approach for Implicit Semantic Role Labeling
based on entity coreference. After a motivation of this work in Section 5.1,
we study the adaptation of a set of theories and models that have been
commonly used for anaphora resolution. This study is described in Section
5.2. We prove empirically the positive contribution of these features in Section
5.3 and discuss their advantages and drawbacks in Section 5.4. Finally, we
present some concluding remarks about this approach in Section 5.5.

5.1 Introduction

Documents written in natural language commonly contain the same elements
repeated many times along the discourse. However the different occurrences
of the same elements tend to appear expressed in diverse forms even though
they refer the same entities. Moreover, in many cases, these elements can
not be interpreted by themselves in solitude and need some other coreferen-
tial elements to be understood (e.g. pronouns). Furthermore, sometimes the
mentions of an entity do not even appear explicitly. This phenomena is also
known as zero anaphora.

For instance, consider the example shown in Table 5.1. In this example,
the word road should accompany the adjectives straight, narrow, broad and
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There are two roads to eternity, a straight and narrow, and a broad and
crooked.

Table 5.1: Example of zero anaphora where two mentions of road are elided.

John wants to sell his house.
Sue has offered one million.

Table 5.2: Example of zero anaphora. In the second sentence house is omitted.

crooked but both mentions have been completely omitted. In order to fully
understand this sentence it is necessary to infer that there exist references to
each one of the two roads that appear previously.

As in zero anaphora the mention of the entity is not present, some of the
evidences used in anaphora resolution such as the gender, number, etc. can
not be applied. As this knowledge is not available in zero anaphoric cases,
approaches for this task (Zhao and Ng, 2007; Yeh and Chen, 2007; Iida et al.,
2007; Iida and Poesio, 2011) have to learn and exploit syntactic patterns in
order to fulfil these gaps of information.

However, when the zero anaphora corresponds to an argument of a pred-
icate, this phenomena can be faced as an extension of a traditional Semantic
Role Labelling task.

Consider the example shown in Table 5.2 where the benefactive of the of-
fer in the second sentence is missing. Once the predicate offer.v is identified
as a specific member of a semantic resource, such as PropBank, it is possible
to determine the missing arguments checking the role structure of the predi-
cate in that resource. This fact solves some of the problems of zero anaphora
resolution because for each semantic role it is possible to learn some useful
information, like the most common semantic classes of the fillers, to be used
as evidence instead of those traditionally used for anaphora resolution (gen-
der, number, etc.). In the example, as a benefactive role is usually filled by
a Person or Organization, the only potential candidate is John. Therefore,
some of the approaches commonly applied for anaphora or coreference res-
olution can be adapted for Implicit Semantic Role Labelling. For that
reason, early studies on implicit roles described this problem as a special
case of anaphora or coreference resolution (Palmer et al., 1986; Whittemore
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et al., 1991; Tetreault, 2002) and treated elided arguments in similar ways
as pronouns. Also recent works cast this problem as an anaphora resolution
task (Silberer and Frank, 2012).

This chapter contains a detailed study of a set of features that have been
traditionally used to model anaphora and coreference resolution tasks. We
also describe how these features manifest in a FrameNet based corpus for
modeling implicit argument resolution, including an analysis of their benefits
and drawbacks.

5.2 Entity coreference based sources of evi-

dence

Many sources of evidence have proved their utility in reference resolution
(Burger and Connolly, 1992). This section presents how we adapt these
sources of evidence to the specific characteristics of the DNI linking task
and their behaviour over the Semeval-2010 training data1. Two main differ-
ences must be taken into account with respect to anaphora and coreference
tasks. First, in anaphora and coreference tasks, mentions occur explicitly
and they can be exploited to check particular constrains. Without an ex-
plicit argument, in some cases, the evidences can only be obtained from the
predicate (that is, the lexical-unit) of the target DNI. Second, the referenced
entities are not just nouns or pronouns but also verbs, adjectives, etc. There-
fore, some features must be generalized. We adapted some of the sources of
evidence studied. We group all of them in four different types:

• Syntactic

• Morpho-syntactic and Semantic Agreement

• Discoursive

• Coreference chains

Let’s describe them in detail.

1See Section 3.4.1 for a complete description of the Semeval-2010 task
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5.2.1 Syntactic

Some of the earliest theories studying pronoun resolution focused on the syn-
tactic relations between the referenced entities. Here we present two syntactic
features that also exploit this source of evidence. In both cases, an artificial
node is included covering all document sentence trees in order to generalize
its behaviour beyond sentence boundaries.

Command: C-command (Reinhart, 1976) is a syntactic relationship be-
tween nodes in a constituency tree. One node N1 is said c-commanded by
another N2 if three requirements are satisfied:

• N1 does not dominate N2
• N2 does not dominate N1
• The first upper node that dominates N1, also dominates N2

This syntactic relation has proved to be useful to locate anaphoric refer-
ences. Now, we study if this relationship can also be of utility for DNI reso-
lution. We implemented this relation as a distance measure in the syntactic
tree between the candidate filler node and the nearest common ancestor with
respect the lexical-unit of the target DNI (see a simple example in Figure
5.1). Note that a value equal to zero means that either the filler dominates the
target or the target dominates the filler. Besides, those fillers having a com-
mand value equal to one satisfy the c-command theory. Figure 5.2 presents
the frequency distribution of our distance measure on the training data. It
seems that most fillers have a command value equal or close to one.

Nearness: The constituency tree can also be exploited for anaphora reso-
lution using breadth-first search techniques. A widely known algorithm based
in this search is the Hobbs’ algorithm (Hobbs, 1977). This algorithm follows a
traversal search of the tree looking for a node that satisfies some constraints.
Because of the nature of these constraints this algorithm cannot be directly
applied to the implicit argument annotation task. Instead, we studied if the
breadth distance can be an evidence through a measure we call nearness.
We calculate nearness N as follows:

• P is the first upper node that dominates the lexical-unit T and the filler F
• B is the tree branch containing F whose parent is P
• If F precedes T, N is the number of following siblings of F in B
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Figure 5.1: Sample values of command
for different nodes in a constituency
tree. T represents the lexical-unit of the
target DNI

Figure 5.2: Frequency distribution of
the different values of command in the
training data

• If F follows T, N is the number of preceding siblings of F in B
• If T dominates F or F dominates T, N is equal to 0

Figure 5.3 presents some examples of values obtained using this mea-
sure. Figure 5.4 shows the frequency distribution of the different values of
nearness in the training data. It also seems that most fillers prefer small
nearness values.

Figure 5.3: Sample values of nearness
for different nodes in a constituency
tree. T represents the lexical-unit of the
target DNI

Figure 5.4: Frequency distribution of
the different values of nearness in the
training data

5.2.2 Morpho-syntactic and Semantic Agreement

Anaphora and coreference solvers usually apply morpho-syntactic and se-
mantic agreement tests. These constraints check for the consistency between
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the properties of the target entities and the referents. Several agreement tests
such as gender, number or semantic class can be applied. Since most of these
tests cannot be applied to this task, in this work we only have studied the
part of speech and semantic type agreement.

Semantic Type: To extract the semantic type of the filler of a frame-
element, we first perform a very simple Word Sense Disambiguation (WSD)
process assigning to each word, whenever possible, the most frequent sense
of WordNet (Fellbaum, 1998). This heuristic has been used frequently as a
baseline in the evaluation of WSD systems. As WordNet senses have been
mapped to several ontologies, this disambiguation method allows us to label
the documents with ontological features that can work as semantic types.
In this work we have used the Top Ontology (TO) (Álvez et al., 2008). We
assign to each filler the ontological features of its syntactic head. In this way,
we can learn from the training data and for each frame-element a probability
distribution of its semantic types. Table 5.3 contains some examples.

Frame#frame-element SemanticType Probability

Expectation#Cognizer
Human 0.93
Group 0.07

Residence#Location
Building 0.77
Place 0.33

Attempt#Goal
Purpose 0.41
UnboundEvent 0.37
Object 0.13
Part 0.09

Table 5.3: Some examples of semantic types assigned to frame-elements.

Part of Speech: We also calculate the probability distribution of the
part of speech (POS) of the head of the fillers similarly as for the semantic
types.

5.2.3 Discoursive

Recency: While reading, recent entities are more likely to be a coreferent
than more distant ones. This fact can be easily represented as the sentence
distance between the lexical-unit of the target DNI and its referent. This
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feature has been used frequently not only in coreference and anaphora res-
olution but also in implicit argument resolution. Gerber and Chai (2010)
noticed that the vast majority of the fillers of an implicit argument can be
found either in the same sentence of the predicate or in the two preceding
sentences. In our training data, this fact accounts for 70% of cases. Moreover,
only around 2% of the fillers are located in posterior sentences. Figure 5.5
presents a frequency distribution of the different recency values.

Figure 5.5: Frequency distribution of
the different values of recency in the
training data

H
HHH

HHfiller

LU
dialogue monologue

dialogue 77.8% 5.4%
monologue 22.2% 94.6%

Table 5.4: Distribution of discourse
level membership. The most common
cases occur when the filler and the LU
are both in the same level.

Dialogue: Since the corpus data consists of different chapters of a novel,
it contains many dialogues inserted in a narrative monologue. The resolution
of pronoun and coreference in dialogues dealing with a multi-party discourse
have been largely studied (e.g. Byron and Stent (1998); Poesio et al. (2006);
Stent and Bangalore (2010)). In our experiments, we just studied how refer-
ents are maintained with respect the two different levels of discourse. Table
5.4 shows that, in the vast majority of cases, both lexical-unit and filler be-
long to the same level of discourse2. Consequently, this fact can be used to
promote those candidates that are at the same discourse level of the lexical-
unit of the target DNI.

5.2.4 Coreference chains

An important source of evidence for anaphora resolution is the focus. The
entity or topic which is salient in a particular part of the discourse is the

2Moreover, as expected, it is more frequent to refer from a monologue to a dialogue
entity than the opposite.
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most likely to be coreferred in the same part of the discourse. Thus, given
a coreference annotation of a document it is possible to know how the focus
varies along the discourse. As we explain in Section 3.4.1, the training data
contains a full coreference annotation that we use to study three sources of
evidence related to both focus and coreference chains.

Non singleton: Using the same training data, Silberer and Frank (2012)
found that 72% of the DNIs are linked to referents that belong to non-
singleton coreference chains. This means that candidate entities that are
mentioned just once are less likely to be a referent filler of an implicit argu-
ment.

Focus: The focus refers to the entities that are most likely to be core-
ferred in a given point in the discourse (Sidner, 1978; Grosz and Sidner,
1986). Now, we study if this is also satisfied for DNI referents by checking if
the filler of a DNI corresponds to the focus of a near context. We define the
focus in a near context as follows. Consider the following definitions:

• F is the mention of an entity that is annotated as a filler of a target DNI.
• T is the lexical-unit of the target DNI.
• E is any entity between F and T.
• F−1 is the previous mention of F in the coreference chain.
• Nf is the number of mentions of F from F−1 to T.
• Ne is the number of mentions of E from F−1 to T.

If F−1 is the previous mention of F in the coreference chain, then Nf is
equal to two. If there are no previous mentions of F, then F−1 is equal to F,
and Nf is equal to one. F is the focus of the near context of T if and only if
there is no E having Ne>Nf .

From our training data, we also observe that the focus matches the filler
of a DNI in 72% of the cases.

Centering: Centering (Grosz et al., 1995; Brennan et al., 1987) is a
theory that tracks the continuity of the focus to explain the coherence of
the referential entities in a discourse. The theory establishes three different
types of focus transition depending on the relation within the previous focus,
Cb(Un−1), the actual focus, Cb(Un), and the element that is most likely to be
the focus, Cp(Un), according to its grammatical function. Figure 5.6 shows
the three different kinds of centering transitions.
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Figure 5.6: Types of centering transitions

The theory establishes that the most common transition is continuing.
The second most common transition is retaining and the least common
transition is shifting. Applying this schema to the training data, we found
that the following probability distribution:

• Continuing: 41.0%
• Retaining: 25.2%
• Shifting: 18.8%
• Other: 15.0%

Since in the DNI filling task the referents can be of any kind of part-
of-speech and the grammatical function only takes into account nouns or
pronouns, the centering theory is not always applicable. When the filler is
not a noun or a pronoun we have created a fake centering category called
other. Thus, according to the training data, it seems that the preference
order of the transitions matches the original theory being continuing the
most common transition.

5.3 Experiments

In the previous section we have proposed the adaptation to the implicit ar-
gument filling task of some theories traditionally applied to capture evidence
for anaphora and coreference resolution. Since the implicit role reference is a
special case of coreference, we expect a similar behaviour also for this case.
In fact, our analysis using the training data of SemEval seems to confirm our
initial hypothesis. In order to evaluate the potential utility of these sources
of evidence we have performed a set of experiments using the SemEval-2010
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Task 10 testing-data. In this section, we describe our strategy for solving the
implicit arguments and the results of our evaluation.

5.3.1 Processing steps

Any system facing the implicit argument resolution task has to follow the
following steps:

1. Select the frame-elements that are Null Instantiations and decide if they are
are Definite.

2. In case of definite null instantiation, locate the corresponding filler.

For the first step, we have followed the strategy explained in Chapter 4.

For the last step, we have modelled the sources of evidence presented pre-
viously as features to train a Naive-Bayes algorithm. We applied a maximum-
likelihood method without any smoothing function. Thus, having a set of
features f, for each DNI we select as filler the candidate c that satisfies:

arg maxP (c)
∏
i

P (fi|c)

Non-singleton, focus and centering features require a coreference anno-
tation of the document to be analysed. As we explain in Section 3.4.1, the
training data of the SemEval task contains manually annotated coreference
chains that can be used to exploit these features. However, as the testing
data does not contain this type of annotations, we applied an automatic
coreference resolution system. We used the software provided by Stanford
NLP pipeline3. In the following experiments, we present the results obtained
using manual and predicted coreference.

5.3.2 Results on the SemEval-2010 test

To evaluate the results of the experiments above we have used the scorer
provided for the SemEval-2010 subtask. Table 5.5 shows available precision,

3http://nlp.stanford.edu/software/dcoref.shtml

http://nlp.stanford.edu/software/dcoref.shtml
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recall, F-score and overlapping figures of the different systems using pre-
dicted and gold-standard coreference chains4. Our simple strategy clearly
outperforms Tonelli and Delmonte (2010) (T’10) in terms of both precision
and recall. Chen et al. (2010) (C’10) seems to solve more accurately but
a more limited number of cases. Our approach also performs better than
Tonelli and Delmonte (2011) (T’11). We include the results from Silberer
and Frank (2012) (S’12) obtained when using for training a larger corpus
extended heuristically (best) and the results obtained with no additional
training data (no-extra). Our approach obtains better results in all the cases
except when they use extended training data with the gold-standard corefer-
ence chains. In this case, our model seems to achieve a similar performance
but without exploiting extra training data. Apparently, the system we present
in Chapter 4 presents better results but, as we explained previously, a low
overlapping score means vague answers. Although our approach outperforms
previous works, such a low figures clearly reflect the inherent difficulty of the
task.

Auto Coref GS Coref

System P R F1 Over. P R F1 Over.

T’10 - - 0.01 -
C’10 0.25 0.01 0.02 -
T’11 0.13 0.06 0.08 -
S’12 no-extra 0.06 0.09 0.07 - - - 0.13 -
S’12 best 0.09 0.11 0.10 - - - 0.18 -
Chapter 4 0.15 0.25 0.19 0.54
This work 0.14 0.18 0.16 0.89 0.16 0.20 0.18 0.90

Table 5.5: Results using SemEval-2010 dataset.

DNI linking experiment: In order to check the sources of evidence in-
dependently of the rest of processes, we have performed a second experiment
where we assume perfect results for the first step. In other words, we apply
our DNI filling strategy just to the correct DNIs in the document. Table 5.6
shows the relevance of a correct DNI identification (the first step of the pro-
cess). Once again, without extra training data our strategy outperforms the
model by Silberer and Frank (2012)5. Again, when using extended training

4Surprisingly, previous research in the literature do not report results of overlapping.
5The rest of the systems do not perform any experiments with gold-standard DNI

identification.
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data their model seems to perform similar to ours.

Auto Coref GS Coref

System P R F1 Over. P R F1 Over.

S’12 no-extra 0.26 0.25 0.25 -
S’12 best 0.31 0.25 0.28 -
This work 0.30 0.22 0.26 0.89 0.33 0.24 0.28 0.89

Table 5.6: Results using SemEval-2010 dataset on the correct DNIs.

Ablation tests: Table 5.7 presents the results using the gold-standard
coreference, when leaving out a type of feature one at a time. The table
empirically demonstrates that all feature types contribute positively to solve
this task. The morpho-syntactic and semantic agreement seem to be the
most relevant evidence in terms of precision and recall. That is, identifying
the head of the correct filler. On the other hand, syntactic features are the
most relevant to detect the correct span of the fillers (with a drop to 0.75 on
overlapping).

Source Set P R F1 Over.

all 0.33 0.24 0.28 0.89
no-coreference 0.30 0.22 0.25 0.86
no-semantic agreement 0.22 0.22 0.22 0.90
no-discursive 0.29 0.22 0.25 0.82
no-syntactic 0.28 0.21 0.24 0.75

Table 5.7: Ablation tests using the gold-standard coreference.

5.4 Discussion

In order to analyse the limits of the different types of evidence, we used as
a reference the results obtained using the gold-standard DNIs and corefer-
ence chains (see Table 5.6). As an overall remark, all previous works facing
this task agree on the sparsity of the training data. We also observed that
this problem affects all sources of evidence we have studied, especially the
agreement of semantic types.
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Data sparsity for semantic types: The semantic types do not cover
the full set of frame-elements. The testing data contains a total of 209 dif-
ferent Frame#frame-elements. 73 of them (around 35%) do not appear on
the training data. Another problem appears when the frame-elements have
too many different semantic types with very similar probabilities. Without
enough information to discriminate correctly the filler, this source of evidence
becomes damaging (see Table 5.8).

P R F1 Over.

0.21 0.09 0.13 0.61

Table 5.8: Performance of FE having more than 5 semantic types

Outside the same sentence: Recency strongly prioritises the window
formed by the same sentence of the lexical-unit of the target DNI and the
two previous sentences. However, in 19% of the cases the filler belongs to a
sentence outside that window. Furthermore, syntactic based evidences rely
on relations between entities in the same sentence. Obviously, adding an
artificial node covering the whole document analysis is quite arbitrary. Table
5.9 shows how the performance of our approach decreases strongly when the
filler and the lexical-unit are in different sentences.

same sentence another sentence
P R F1 Over. P R F1 Over.

0.50 0.34 0.40 0.87 0.20 0.16 0.18 0.96

Table 5.9: Performance when the filler and the lexical-unit are in the same sentence
or in another one

Discursive structure: The particular structure of the documents can
also affect seriously the performance of the sources of evidence. Table 5.10
presents the results on contexts with at least 10% of entities on a monologue
or a dialogue. According to the recency feature, each context is formed by
the sentence of the lexical-unit of the target DNI and the two previous sen-
tences. We can observe that the results on mixed contexts are better than
in general. Obviously, dialogue features are totally useless in contexts with
only monologues or only dialogues.

Singleton fillers: Most of the fillers are entities that belong to a coref-
erence chain. Therefore, these cases heavily depends on a correct coreference
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P R F1 Over.

0.38 0.29 0.33 0.93

Table 5.10: Performance in mixed contexts with at least 10% of entities of each
level

annotation. This is why worse results are obtained when using predicted
coreferent chains. Table 5.11 shows the results when the filler belongs or
not to a coreference chain. It is important to remind that in this work we
have adapted a set of sources of evidence and theories traditionally used for
anaphora and coreference resolution. Originally these theories focused just
on noun and pronoun entities.

coref-chain no-coref-chain
P R F1 Over. P R F1 Over.

0.45 0.35 0.39 0.94 0.06 0.04 0.05 0.31

Table 5.11: Performance when the filler belongs to a coreference-chain or not

5.5 Conclusions

We have presented a first attempt to study the behaviour of traditional coref-
erence and anaphora models for the implicit argument resolution task, a spe-
cial case of coreference. Our analysis shows that these theories and models
can be successfully applied for Implicit Semantic Role Labelling as sources
of evidence in an existing dataset. In fact, their joint combination improves
state of the art results.

However, the sources of evidence proposed are adaptations that focus on
nominal entities and pronouns, and on relations within entities and referents
belonging to the same sentence. It seems that for these cases it is possible to
capture useful evidence. But, as has been showed, the referents of the implicit
arguments can be expressed in many other ways and places. Although the
approach based on entity coreference has proved to be useful in different
works, it also seems to be insufficient.

In the following chapter, a novel perspective is presented for ISRL. We
propose that event coreference matching can help to discover explicit occur-
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rences of implicit arguments. In other words, the next chapter describes a
first try to introduce event coreference into ISRL.
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CHAPTER 6

Completing role labelling via coreferent

predicates

In this chapter we describe a novel deterministic algorithm for ISRL that
introduces a basic approach for event coreference. The algorithm, called
ImpAr, combines this strategy with an adapted version of a method for
anaphora resolution and it can be applied for any predicate, even without
training data available. We motivate this novel approach in Section 6.1 and
explain the full algorithm in Section 6.2. Then, Section 6.3 contains the eval-
uation of the system and Section 6.4 proposes some configuration sets in
order to check the different components of the algorithm. Finally, Section 6.5
presents some final remarks.

6.1 Introduction

As shown up to this point, the labelling of implicit semantic roles has been
mainly focused just on the search of the proper referent entity on the basis of
the features that characterize the possible candidates to be the filler of each
semantic role. However, a vaguely studied aspect in this topic is the fact that
the event to which the implicit role belongs can be expressed several times
and in several forms along the discourse. Thus, the same role can be found
explicitly expressed for any other mention of the same event.
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[arg0 Wheat] [np prices] remain stubbornly high and theyŕe likely to stay
that way for months to come.

Table 6.1: A pronoun (they) referring to a nominal predicate (prices).

[arg0 The network] had been expected to have [np losses] [arg1 of as
much as $20 million] [arg3 on baseball this year]. It isn’t clear how much
those [np losses] may widen because of the short Series.

Table 6.2: Both mention of the predicate losses refor to the same event.

In a very related work, Dahl et al. (1987) proposed a strategy to include
role annotations for pronouns that refer to nominal predicates. Their method
fills the arguments of anaphoric mentions of nominal predicates using previ-
ous mentions of the same predicate. The example in Table 6.1 shows that the
pronoun they could be annotated with the same arg0 of its referent prices,
in this case wheat.

This approach can be easily extended to solve missing arguments if we
make the assumption that in a coherent document the different occurrences
of a predicate, including both verbal and nominal forms, tend to be mentions
of the same event. Thus, if they are references to the same event, they will
share the same argument fillers. Although the simplicity of this hypothesis,
recent works on event coreference have shown that it is a baseline really
hard to beat (Bejan et al., 2009; Bejan and Harabagiu, 2010; Lee et al.,
2012). The potential of this approach for ISRL can be shown in the example
of Table 6.2. This analysis includes annotations for the nominal predicate
loss based on the NomBank structure (Meyers et al., 2004). In this case
the annotator identifies, in the first sentence, the arguments arg0, the entity
losing something, arg1, the thing lost, and arg3, the source of that loss. In
the second sentence there is another instance of the same predicate, loss, but
in this case no argument has been associated with it. However, the second
mention of the predicate could inherit the argument structure of the first
one.

In this chapter, a novel deterministic algorithm based on the previous
idea is presented. The system, called ImpAr, obtains competitive results
with respect to supervised methods and furthermore, it can be applied to
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any predicate without training data.

6.2 ImpAr algorithm

6.2.1 Discoursive coherence of predicates

Exploring the training PropBank/NomBank-based dataset developed by Ger-
ber and Chai (2010, 2012), we observe a very strong discourse effect on the
implicit and explicit argument fillers of the predicates. That is, if several in-
stances of the same predicate appear in a well-written discourse, it is very
likely that they maintain the same argument fillers. This property holds when
joining the different parts-of-speech of the predicates (nominal or verbal) and
the explicit or implicit realizations of the argument fillers. For instance, we
observed in this corpus that 46% of all implicit arguments share the same
filler with the previous instance of the same predicate while only 14% of
them have a different filler. The remaining 40% of all implicit arguments
correspond to first occurrences of their predicates. That is, these fillers can
not be recovered from previous instances of their predicates.

The rationale behind this phenomena seems to be simple. When referring
to different aspects of the same event, the writer of a coherent document
does not repeat redundant information. They refer to previous predicate
instances assuming that the reader already recalls the involved participants.
That is, the filler of the different instances of a predicate argument maintain
a certain discourse coherence. For instance, in the example of Table 6.2, all
the argument positions of the second occurrence of the predicate loss are
missing, but they can be easily inferred from the previous instance of the
same predicate.

Therefore, we propose to exploit this property in order to capture cor-
rectly how the fillers of all predicate arguments evolve through a document.

Our algorithm, ImpAr, processes the documents sentence by sentence,
assuming that sequences of the same predicate (in its nominal or verbal form)
share the same argument fillers (explicit or implicit)1. Thus, for every core
argument argn of a predicate, ImpAr stores its previous known filler as a
default value. If the arguments of a predicate are explicit, they always replace

1Note that the algorithm could also consider sequences of closely related predicates.
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default fillers previously captured. When there is no antecedent for a partic-
ular implicit argument iargn, the algorithm tries to find in the surrounding
context which participant is the most likely to be the filler according to some
salience factors (see Section 6.2.2). For the following instances, without an ex-
plicit filler for a particular argument position, the algorithm repeats the same
selection process and compares the new implicit candidate with the default
one. That is, the default implicit argument of a predicate with no antecedent
can change every time the algorithm finds a filler with a greater salience. A
damping factor is applied to reduce the salience of distant predicates.

6.2.2 Filling arguments without explicit antecedents

As commented previously, filling the implicit arguments of a predicate has
been identified as a particular case of coreference, very close to pronoun reso-
lution (Silberer and Frank, 2012). Consequently, for those implicit arguments
that have not explicit antecedents, we propose an adaptation of a classic algo-
rithm for deterministic pronoun resolution. This component of our algorithm
follows the RAP approach (Lappin and Leass, 1994). When our algorithm
needs to fill an implicit predicate argument without an explicit antecedent it
considers a set of candidates within a window formed by the sentence of the
predicate and the two previous sentences. Then, the algorithm performs the
following steps:

1. Apply two constraints to the candidate list:

1. 1. All candidates that are already explicit arguments of the predicate are
ruled out.

1. 2. All candidates commanded by the predicate in the dependency tree are
ruled out.

2. Select those candidates that are semantically consistent with the semantic
category of the implicit argument.

3. Assign a salience score to each candidate.

4. Sort the candidates by their proximity to the predicate of the implicit argu-
ment.

5. Select the candidate with the highest salience value.
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Quest Medical Inc said it adopted [arg1 a shareholders’ rights] [np plan] in which
rights to purchase shares of common stock will be distributed as a dividend to
shareholders of record as of Oct 23.

Table 6.3: Argument arg0 of predicate plan is missing.

As a result, the candidate with the highest salience value is selected as
the filler of the implicit argument. Thus, this filler with its corresponding
salience weight will be also considered in subsequent instances of the same
predicate.

Now, we explain each step in more detail using the example in Table 6.3
where arg0 is missing for the predicate plan.

Filtering. In the first step, the algorithm filters out the candidates that
are actual explicit arguments of the predicate or have a syntactic dependency
with the predicate, and therefore, they are in the search space of a traditional
SRL system.

In our example, the filtering process would remove [a shareholders’ rights]
because it is already the explicit argument arg1, and [in which rights to pur-
chase shares of common stock will be distributed as a dividend to shareholders
of record as of Oct 23] because it is syntactically commanded by the predicate
plan.

Semantic consistency. To determine the semantic coherence between
the potential candidates and a predicate argument argn, we have exploited
the selectional preferences in the same way as in previous works of traditional
SRL and implicit argument resolution. First, we have designed a list of very
general semantic categories. Second, we have semi-automatically assigned
one of them to every predicate argument argn in PropBank and NomBank.
For this, we have used the semantic annotation provided by the training
documents of the CoNLL-2008 dataset. This annotation was performed au-
tomatically using the SuperSenseTagger (Ciaramita and Altun, 2006) and
includes named-entities and WordNet Super-Senses2. We have also defined
a mapping between the semantic classes provided by the SuperSenseTagger
and our seven semantic categories (see Table 6.4 for more details). Then,
we have acquired the most common categories of each explicit predicate ar-

2Lexicographic files according to WordNet terminology.
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gument argn. ImpAr algorithm also uses the SuperSenseTagger over the
documents to be processed from BNB to check if the candidate belongs to
the expected semantic category of the implicit argument to be filled.

Following the example above, [Quest Medical Inc] is tagged as an ORGA-
NIZATION by the SuperSenseTagger. Therefore, it belongs to our semantic
category COGNITIVE. As the semantic category for the implicit argument
iarg0 for the predicate plan has been recognized to be also COGNITIVE,
[Quest Medical Inc] remains in the list of candidates as a possible filler.

Semantic category Name-entities Super-Senses

COGNITIVE

PERSON noun.person
ORGANIZATION noun.group
ANIMAL noun.animal
... ...

TANGIBLE
PRODUCT noun.artifact
SUBSTANCE noun.object
... ...

EVENTIVE
GAME noun.act
DISEASE noun.communication
... ...

RELATIVE
noun.shape
noun.attribute
...

LOCATIVE LOCATION noun.location

TIME DATE noun.time

MEASURABLE
QUANTITY noun.quantity
PERCENT
...

Table 6.4: Links between the semantic categories and some name-entities and
super-senses.

Salience weighting. In this step, the algorithm assigns to each candidate
a set of salience factors that scores its prominence. The sentence recency
factor prioritizes the candidates that occur close to the same sentence of the
predicate. The subject, direct object, indirect object and non-adverbial factors
weight the salience of the candidate depending on the syntactic role they
belong to. Additionally, the head of these syntactic roles are prioritized by
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the head factor. We have used the same weights, listed in Table 6.5, proposed
by Lappin and Leass (1994).

Factor type weight

Sentence recency 100
Subject 80
Direct object 50
Indirect object 40
Head 80
Non-adverbial 50

Table 6.5: Weights assigned to each salience factor.

In the example, candidate [Quest Medical Inc] is in the same sentence as
the predicate plan, it belongs to a subject, and, indeed, it is the head of that
subject. Hence, the salience score for this candidate is: 100 + 80 + 80 = 260.

6.2.3 Damping the salience of the default candidate

As the algorithm maintains the default candidate until an explicit filler ap-
pears, potential errors produced in the automatic selection process explained
above can spread to distant implicit instances, specially when the salience
score of the default candidate is high. In order to reduce the impact of these
mistakes we include a damping factor that is applied sentence by sentence
to the salience value of the default candidate. ImpAr applies that damping
factor, r, as follows. It assumes that, independently of the initial salience
assigned, 100 points of the salience score came from the sentence recency
factor. Then, the algorithm changes this value multiplying it by r. So, given
a salience score s, the value of the score in a following sentence, s′, is:

s′ = s− 100 + 100 · r

Obviously, the value of r must be defined without harming excessively
those cases where the default candidate has been correctly identified. For
this, we studied in the training dataset the cases of implicit arguments filled
with the default candidate. Figure 6.1 shows that the influence of the default
filler is much higher in near sentences that in more distance ones.
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Figure 6.1: Distances between the implicit argument and the default candidate.
The y axis indicate the percentage of cases occurring in each sentence distance,
expressed in x

We tried to mimic a damping factor following this distribution. That is, to
maintain high score salience for the near sentences while strongly decreasing
them in the subsequent ones. In this way, if the filler of the implicit argument
is wrongly identified, the error only spreads to the nearest instances. If the
identification is correct, a lower score for more distance sentences is not too
harmful. The distribution shown in Figure 6.1 follows an exponential decay,
therefore we have described the damping factor as a curve like the following,
where α must be a value within 0 and 1:

r = αd

In this function, d stands for the sentence distance and r for the damping
factor to apply in that sentence. In this paper, we have decided to set the
value of α to 0.5.

r = 0.5d

This value maintains the influence of the default fillers with high salience
in near sentences. But it decreases that influence strongly in the following
sentences.

In order to illustrate the whole process we will use the example in Table
6.3. In that case, [Quest Medical Inc] is selected as the arg0 of plan with
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a salience score of 260. Therefore [Quest Medical Inc] becomes the default
arg0 of plan. In the following sentence the damping factor is:

0.5 = 0.51

Therefore, its salience score changes to 260− 100 + 100 · 0.5 = 210. Then,
the algorithm changes the default filler for arg0 only if it finds a candidate
that scores higher in their current context. At two sentence distance, the
resulting score for the default filler is 260 − 100 + 100 · 0.25 = 185. In this
way, at more distance sentences, the influence of the default filler of arg0
becomes smaller.

6.3 Evaluation

base. Gerber & Chai ImpAr

Inst. Imp. F1 P R F1 P R F1

sale 64 65 36.2 47.2 41.7 44.2 45.7 33.4 38.6
price 121 53 15.4 36.0 32.6 34.2 45.2 53.3 49.0
investor 78 35 9.8 36.8 40.0 38.4 36.7 37.4 37.0
bid 19 26 32.3 23.8 19.2 21.3 55.1 49.2 52.0
plan 25 20 38.5 78.6 55.0 64.7 42.8 40.7 41.7
cost 25 17 34.8 61.1 64.7 62.9 52.9 47.4 50.0
loss 30 12 52.6 83.3 83.3 83.3 52.3 63.5 57.3
loan 11 9 18.2 42.9 33.3 37.5 28.6 20.0 23.5
investment 21 8 0.0 40.0 25.0 30.8 92.9 23.2 37.1
fund 43 6 0.0 14.3 16.7 15.4 40.0 33.3 36.4

Overall 437 246 26.5 44.5 40.4 42.3 45.2 41.5 43.3

Table 6.6: Evaluation with the test. The results from (Gerber and Chai, 2010) are
included.

In order to evaluate the performance of the ImpAr algorithm, we have
followed the evaluation method presented by Gerber and Chai (2010, 2012).

Traditionally, there have been two approaches to develop SRL systems,
one based on constituent trees and the other one based on syntactic de-
pendencies. Additionally, the evaluation of both types of systems has been



102 Completing role labelling via coreferent predicates

base. Gerber & Chai ImpAr

Inst. Imp. F1 P R F1 P R F1

sale 184 181 37.3 59.2 44.8 51.0 44.0 37.7 40.6
price 216 138 34.6 56.0 48.7 52.1 48.0 52.7 50.3
investor 160 108 5.1 46.7 39.8 43.0 24.7 26.0 25.3
bid 88 124 23.8 60.0 36.3 45.2 53.2 42.2 47.0
plan 100 77 32.3 59.6 44.1 50.7 52.7 44.1 48.0
cost 101 86 17.8 62.5 50.9 56.1 46.2 43.0 44.5
loss 104 62 54.7 72.5 59.7 65.5 56.4 54.2 55.2
loan 84 82 31.2 67.2 50.0 57.3 48.0 42.9 45.3
investment 102 52 15.5 32.9 34.2 33.6 49.2 20.8 29.2
fund 108 56 15.5 80.0 35.7 49.4 53.3 42.9 47.5

Overall 1,247 966 28.9 57.9 44.5 50.3 46.0 40.3 43.0

Table 6.7: Evaluation with the full dataset. The results from (Gerber and Chai,
2012) are included.

performed differently. For constituent based SRL systems the scorers eval-
uate the correct span of the filler, while for dependency based systems the
scorer just check if the systems are able to capture the head token of the
filler. As shown in Chapter 3, previous works in implicit argument resolution
proposed a metric that involves the correct identification of the whole span of
the filler. ImpAr algorithm works with syntactic dependencies and therefore
it only returns the head token of the filler. In order to compare our results
with previous works, we had to apply some simple heuristics to guess the
correct span of the filler. Obviously, this process inserts some noise in the
final evaluation.

We have performed a first evaluation over the test set used in (Gerber
and Chai, 2010). This dataset contains 437 predicate instances but just 246
argument positions are implicitly filled. Table 6.6 includes the results ob-
tained by ImpAr, the results of the system presented by Gerber and Chai
(2010) and the baseline (base.) proposed for the task. Best results are marked
in bold3. For all predicates, ImpAr improves over the baseline (16.8 points
higher in the overall F1). Our system also outperforms the one presented by
Gerber and Chai (2010). Interestingly, both systems present very different
performances predicate by predicate. For instance, our system obtains much

3No proper significance test can be carried out without the the full predictions of all
systems involved.
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higher results for the predicates bid and fund, while much lower for loss
and loan. In general, ImpAr seems to be more robust since it obtains simi-
lar performances for all predicates. In fact, the standard deviation, σ , of F1

measure is 9.89 for ImpAr while this value for the (Gerber and Chai, 2010)
system is 19.85.

In a more recent work, Gerber and Chai (2012) presented some improve-
ments of their previous results. In this work, they extended the evaluation
of their model using the whole dataset and not just the testing documents.
Applying a cross-validated approach they tried to solve some problems that
they found in the previous evaluation, like the small size of the testing set.
For this work, they also studied a wider set of features, specially, they exper-
imented with some statistics learnt from parts of GigaWord automatically
annotated. Table 6.7 shows that the improvement over their previous system
was remarkable. The system also seems to be more stable across predicates.
For comparison purposes, we also included the performance of ImpAr ap-
plied over the whole dataset.

The results in Table 6.7 show that, although ImpAr still achieves better
results in some cases, this time, it cannot beat the overall results obtained by
the supervised model. In fact, both systems obtain a similar recall, but the
system from (Gerber and Chai, 2012) obtains much higher precision. In both
cases, the σ value of F1 is reduced, 8.82 for ImpAr and 8.23 for (Gerber and
Chai, 2012). However, ImpAr obtains very similar performance indepen-
dently of the testing dataset what proves the robustness of the algorithm.
This suggests that our algorithm can obtain strong results also for other
corpus and predicates. Instead, the supervised approach would need a large
amount of manual annotations for every predicate to be processed.

6.4 Discussion

6.4.1 Component analysis

In order to assess the contribution of each system component, we also tested
the performance of ImpAr algorithm when disabling only one of its compo-
nents. With this evaluations we pretend to highlight the particular contribu-
tion of each component. In Table 6.8 we present the results obtained in the
following experiments for the two testing sets explained in Section 6.3:
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• Exp1: The damping factor is disabled. All selected fillers maintain the
same salience over all sentences.

• Exp2: Only explicit fillers are considered as candidates4.

• Exp3: No default fillers are considered as candidates.

As expected, we observe very similar performances in both datasets. Ad-
ditionally, the highest loss appears when the default fillers are ruled out
(Exp3). In particular, it also seems that the explicit information from previ-
ous predicates provides the most correct evidence (Exp2). Also note that for
Exp2, the system obtains the highest precision. This means that the most ac-
curate cases are obtained by previous explicit antecedents. Finally, the results
in Exp1 shows that the contribution of the damping factor is less relevant.
However, disabling this factor has a slight negative effect on the performance.

test full

P R F1 P R F1

full 45.2 41.5 43.3 46.0 40.3 43.0
Exp1 44.8 41.1 42.9 45.9 40.2 42.8
Exp2 47.5 25.4 33.1 49.0 25.6 33.6
Exp3 40.5 25.1 31.0 40.1 22.3 29.0

Exp4 52.6 41.5 46.4 54.1 40.3 46.2

Exp5 50.1 46.0 48.0 50.3 44.2 47.1

Table 6.8: Exp1, Exp2 and Exp3 correspond to ablations of the components. Exp4
shows the evaluation only over the arguments in the gold-standard. Exp5 evaluates
the system capturing just the head tokens of the constituents.

6.4.2 Missing roles detection

In Chapter 4, we show that before filling an implicit role we need to decide
which missing arguments of a predicate mention should be processed. For
NomBank/PropBank schemas, we follow a very direct approach and perform
the filling task for all core arguments of a predicate that do not appear ex-
plicitly in the text. In Table 6.8 we include the performance of our algorithm

4That is, implicit arguments without explicit antecedents are not filled.
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Ports of Call Inc. reached agreements to sell its remaining seven aircraft [iarg1
to buyers] that weren’t disclosed].

Table 6.9: The span of the predicted iarg0 does not fit properly the golds-standard
[arg1 buyers that weren’t disclosed.

when processing only the missing arguments included in the gold-standard
(Exp4). As can be seen, the precision in this evaluation increases. For ex-
ample, in the test data F1 increases from 43.3 to 46.4. These results show
that ImpAr tries to solve some missing arguments that are not implicit and,
therefore, not recoverable from context.

6.4.3 Correct span of the fillers

As explained in Section 6.3, our algorithm works with syntactic dependencies
and its predictions only return the head token of the filler. Obtaining the
correct constituents from syntactic dependencies is not trivial. In this work
we have applied a simple heuristic that returns all the descendant tokens
of the predicted head token. This naive process inserts some noise to the
evaluation of the system. For example, for the sentence in Table 6.9 our
system predicts that the filler of the implicit iarg1 of an instance of the
predicate sale is [to buyers] .

But the actual gold-standard annotation is: [iarg1 buyers that weren’t dis-
closed ]. Although the head of the constituent, buyers, is correctly captured
by ImpAr, the final prediction is heavily penalized by the scoring method.
Table 6.8 presents the results of ImpAr when evaluating the head tokens
of the constituents only (Exp5). These results show that the current perfor-
mance of our system can be easily improved applying a more accurate process
for capturing the correct span.

6.5 Conclusions

In this chapter we have presented a robust deterministic approach for Implicit
Semantic Role Labelling. The method exploits a very simple but relevant
discursive coherence property that holds over explicit and implicit arguments
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of closely related nominal and verbal predicates. This property states that if
several instances of the same predicate appear in a well-written discourse, it
is very likely that they refer to the same event instance and, in consequence,
maintain the same argument fillers. We have shown the importance of this
phenomenon for recovering the implicit information about semantic roles. To
our knowledge, this is the first empirical study that proves this phenomenon.

Based on these observations, we have developed a new deterministic algo-
rithm, ImpAr, that obtains very competitive and robust performances with
respect to supervised approaches. That is, it can be applied where there is no
available manual annotations to train. The code of this algorithm is publicly
available5 and can be applied to any document. As input it only needs the
document with explicit semantic role labeling and Super-Sense annotations.
These annotations can be easily obtained from plain text using available
tools6, what makes this algorithm the first effective tool available for implicit
SRL.

As it can be easily seen, ImpAr has a large margin for improvement.
For instance, providing more accurate spans for the fillers. Furthermore, the
strategy followed to match coreferent event mentions is quite naive and can
be enhanced through a deeper discourse analysis. For example, the system
can profit from additional annotations like entity coreference, that has proved
its utility in previous works and can help to distinguish if the explicit argu-
ments of different predicates agree or not. Moreover the same events can be
expressed in a wide variety of ways, not only by predicates with the strictly
same meaning. Indeed, antonyms like sell and buy could refer to the same
event. But there also exists the possibility of studying other kinds of relations
between predicates beyond coreference, like implication, causation or prece-
dence. Exploiting this type of relations is the goal of the following chapter.

5http://adimen.si.ehu.es/web/ImpAr
6We recommend mate-tools (Björkelund et al., 2009) and SuperSenseTagger (Ciaramita

and Altun, 2006).

http://adimen.si.ehu.es/web/ImpAr


CHAPTER 7

Extending event relations for a full role

annotation

The current chapter presents an approach that exploits semantic relations
between predicates and semantic roles for Implicit Semantic Role Labelling
extending the notion of event coreference. We introduce this approach in
Section 7.1. In Section 7.2 we explain how we obtain the semantic relations
from FrameNet. Later, in Section 7.3, we propose a mapping strategy between
the predicates and roles of FrameNet and PropBank/NomBank in order to
transfer the semantic relations to the latter resource. Section 7.4 describes
the application of this approach for ISRL and includes the corresponding
evaluation. Finally, we point some conclusions in Section 7.5

7.1 Introduction

The previous chapter shows the relevance of event coreference for completing
predicative annotations when some of the semantic roles are not expressed
explicitly. It has been proved that even a simplistic strategy for discovering
mentions of the same event instances results on a positive contribution for
implicit semantic role labelling. However, as discussed, there is a large room
for improvement by extending the relations between the predicates and the
roles.
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For example, consider a buying event. This event can be expressed by
different predicates such as buy or sell depending the point of view of the
participants of the event. In fact, the same simple purchasing event is com-
posed by two transfer sub-events, regarding the Goods and the Money. This
means that for every buying event there is always implied a selling and a
paying event. Similarly, for every selling event there is always implied a
buying and a paying event, and for every paying event there is always
implied a buying and selling events. In other words, the participants of
these events are also shared. However, a major obstacle for exploiting this
type of semantic relations if the lack of resources encoding this knowledge.
Thus, some research have been focused on automatically deriving this type
of knowledge from corpora (Chambers and Jurafsky, 2009) or available se-
mantic resources such as WordNet or FrameNet (Aharon et al., 2010).

As pointed out by previous works (Coyne and Rambow, 2009; Aharon
et al., 2010), FrameNet, as a manually constructed semantic resource, con-
tains highly accurate representations of this type of knowledge. Thus, in
this chapter, we present a novel proposal to derive a large set of frame-
element relations from FrameNet and their application to Implicit Semantic
Role Labelling (ISRL) based on PropBank/NomBank. For this, we automat-
ically build a wide coverage resource containing semantic relations between
argument from PropBank/NomBank from those defined for the FrameNet
frame-elements. In summary, the development of the resource consists in the
following two steps:

• Defining a set of rules to extend the semantic relations between frame-
elements of FrameNet.

• Obtaining an automatic mapping between FrameNet frame-elements
and PropBank/NomBank arguments and use that mapping to transfer
the semantic relations.

First, each semantic relation between FrameNet (Baker et al., 1998) frames
has been defined strictly from a parent frame to their direct children and,
consequently, between their frame-elements. But the number of direct rela-
tions can be extended. For example the SubFrame and Perspective on
relations establish that the child frames are, indeed, particular or more spe-
cific points of view of the parent frame. Although all the sibling frames
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that share this kind of relations with the same parent are obviously inter-
related, FrameNet does not not usually connect them directly. For instance,
the frames Commerce sell and Commerce buy are connected to Com-
merce goods-transaction through Perspective on but they do no share
any relation directly. The rules proposed in these chapter would set a new
direct link between both frames.

Figure 7.1: Example of extending a Perspective on relation. The dotted line
represents a relations that does not exist in FrameNet originally.

The second step in order to exploit the relations of FrameNet for Prop-
Bank/NomBank based ISRL consists in to transfer FrameNet relations to
predicates and arguments of PropBank/NomBank, as show Figure 7.2. For in-
stance, as the predicates purchase.v and sell.v belongs to Commerce buy
and Commerce sell respectively, the new relation obtained in Figure 7.1
could be replicated in NomBank with a proper mapping between the predi-
cate and roles. However, the currently available mappings have some draw-
backs. For instance, both SemLink (Palmer, 2009) and its extension, the
Predicate Matrix (López de Lacalle et al., 2014b, a) provides mappings be-
tween VerbNet, WordNet, FrameNet and PropBank. However, their cover-
age is still insufficient, specially with respect FrameNet frame-elements and
PropBank/NomBank arguments. Thus, we propose a novel method to obtain
automatically reliable sets of mappings between these two resources.

Once we have the resource that relates arguments of PropBank/NomBank,
the exploitation of this new semantic relations for ISRL can be carried out
in very straightforward manner by including for each SRL annotation in the
text all the related information available for the arguments and applying an
existing ISRL system for processing, like ImpAr. Furthermore, using the
same system allows to easily evaluate the contribution of the semantic rela-
tions and to find out which types of these relations are more adequate for the
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Figure 7.2: Mappings between the resources allow to transfer FN relations to
PB/NB.

particular task of ISRL. For instance, those that are more general, like In-
heritance , or those, like SubFrame , that are more specific to the scenario.
Additionally, it also allows to easily compare against other possible knowledge
sources relating argument predicates (Kipper, 2005; Chambers and Jurafsky,
2009; Coyne and Rambow, 2009; Aharon et al., 2010) and mappings between
FrameNet and PropBank/NomBank (Palmer, 2009; López de Lacalle et al.,
2014b, a).

The example in Figure 7.3 illustrates how the new relations among Prop-
Bank/NomBank arguments can help to solve elided roles. This example
contains the explicit NomBank annotation of the nominal predicates pur-
chase.01 and sale.01. As can be seen, while the arg0 of purchase.01 has
been filled, all the roles of sale.01 are missing. However, according to the
new semantic relation showed in Figure 7.2 the arg2 of sale.01 could be filled
implicitly.

Figure 7.3: Example of a case of implicit arguments solved by the new relations.
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Four years ago [Buyer I] BOUGHTCommerce_buy [Goods an old Harmony
Sovereign acoustic guitar] [Moneyfor £20] [Seller from an absolute prat] .

Table 7.1: An example of FrameNet-based annotation for the frame Com-
merce buy.

7.2 Extending the relations between FrameNet

frames

One of the most interesting characteristics of FrameNet is that its frames
are not created as independent entities but being part of a large semantic
net formed by a rich set of relations that connect the frames and also their
frame-elements. FrameNet frames are related to each other by a fixed set of
frame relations. In addition, frame relations are used to define the mapping
between corresponding frame-elements in the related frames. Some of the rel-
evant frame relations are Inheritance , Perspective on , Inchoative of ,
Causative of , SubFrame and Using. The purpose of defining such kind
of information is to facilitate inferencing tasks such as textual entailment.

Regarding to the goals of this dissertation, the semantic and ontological
structures described between the different frames of FrameNet can provide
richer and more complex information about the events described in a docu-
ment than those obtained by regular SRL. For example, the sentence in Table
7.1 includes FrameNet based annotations of semantic roles for the verb buy.n
of the frame Commerce buy.

The annotation above includes the participants of the event that appears
explicitly on the text but leaves out many information that is inherent and
that a human reader assumes implicitly. To see how FrameNet can help to
get a deeper understanding of the events described we can take a look at how
the frames interrelate. For instance Commerce buy and the other frames
involved with it, as can be seen in Figure 7.4. For that figure and following
in the present section the meaning of the colours of the arrows is described
in the legend in Figure 7.5. Notice that Sibling is not an original FrameNet
relation that will be explained later.

According to the graph in Figure 7.4, the Commerce buy frame has
just a direct link with the Commerce goods-transfer frame through the



112 Extending event relations for a full role annotation

Figure 7.4: Different relations for the Commercial Transaction frame.

Figure 7.5: Relation type by colour.

Perspective on relation. A very important question is that the same rela-
tions existing between two frames also relates their frame-elements, as show
in Figure 7.6. This means that the frame-elements of Commerce goods-
transfer and Commerce buy are related as in Table 7.2.

However, the different kind of existing relations allow to establish a huge
number of indirect connections. For instance, two frames connected to the
same frame by the Perspective on relation means that they are referring
to the same kind of event but from different points of view. Consequently, for
the previous case the links in Table 7.3 between the Commerce buy and
Commerce sell frames could be inferred.

Furthermore, this kind of inference can be extended through different
relations. Following the previous example, Commerce buy frame could be
also connected to the Commerce pay frame using the Perspective on
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Figure 7.6: Different relations for the Commercial Transaction frame.

Commerce_goods-transfer Buyer = Commerce_buy Buyer
Commerce_goods-transfer Goods = Commerce_buy Goods
Commerce_goods-transfer Money = Commerce_buy Money
Commerce_goods-transfer Seller = Commerce_buy Seller

Table 7.2: Relations between the FEs of the frames Commerce goods-transfer
and Commerce buy.

relations, like shown in Table 7.4, and the SubFrame relation, that means
that a frame is indeed a part of a parent frame.

The relations also connects frames that do not belong to the same sce-
narios. For example, both Commerce buy and Commerce pay frames are
indirectly connected to the Transfer frame by the Inheritance relation (see
Table 7.5 and Table 7.6).

The relations showed in these examples mean that when a buy.v event
occurs it implies many other events that take place simultaneously or are
consequence of each other. Taking into account the relations observed previ-
ously, the annotation of sentence presented in Figure 7.4 can be extended as
shown in Table 7.7.
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Commerce_sell Buyer = Commerce_buy Buyer
Commerce_sell Goods = Commerce_buy Goods
Commerce_sell Money = Commerce_buy Money
Commerce_sell Seller = Commerce_buy Seller

Table 7.3: Relations between the FEs of the frames Commerce sell and Com-
merce buy.

Commerce_pay Buyer = Commerce_buy Buyer
Commerce_pay Goods = Commerce_buy Goods
Commerce_pay Money = Commerce_buy Money
Commerce_pay Seller = Commerce_buy Seller

Table 7.4: Relations between the FEs of the frames Commerce pay and Com-
merce buy.

Transfer Recipient = Commerce_buy Buyer
Transfer Theme = Commerce_buy Goods
Transfer Donor = Commerce_buy Seller

Table 7.5: Relations between the FEs of the frames Transfer and Com-
merce buy.

Transfer Recipient = Commerce_pay Seller
Transfer Theme = Commerce_pay Money
Transfer Donor = Commerce_pay Buyer

Table 7.6: Relations between the FEs of the frames Transfer and Com-
merce pay.
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Four years ago I bought an old Harmony Sovereighn acoustic guitar for £20
from an absolute prat.

buyCommerce_buy

[Buyer I]
[Goods an old Harmony Sovereign acoustic guitar]
[Money for £20]
[Seller from an absolute prat]

sellCommerce_sell

[Buyer I]
[Goods an old Harmony Sovereign acoustic guitar]
[Money for £20]
[Seller from an absolute prat]

payCommerce_pay

[Buyer I]
[Goods an old Harmony Sovereign acoustic guitar]
[Money for £20]
[Seller from an absolute prat]

transferTransfer

[Recipient I]
[Theme an old Harmony Sovereign acoustic guitar]
[Donor from an absolute prat]

transferTransfer

[Donor I]
[Theme for £20]
[Recipient from an absolute prat]

Table 7.7: Extension of the FrameNet-based annotation for the frame Com-
merce buy.
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7.2.1 Declarative rules for extending the relations

As explained previously, the relations of FrameNet form a huge graph where
the participants of different events are interconnected. These links express
the implications among the roles. In other words, when the participants that
take part of different events are actually the same, as the case of the Buyer
of the Commerce buy and Commerce pay frames, or when they are one
a subtype of the other, like the Donor of the Transfer frame and the Seller
of the Commerce sell frame. Unfortunately, FrameNet only encodes direct
relations and does not provide any formal representation for them. Thus, we
propose a set of rules for inferring new FrameNet relations among frames and
frame-elements based on the descriptions included in its technical documenta-
tion. Note that currently we do not set any rule for See also, Causative of
and Inchoative of relations.

7.2.1.1 Inheritance

The Inheritance relation is defined as the usual subclass between two
frames. For instance, Escaping inherits from Departing. This relation can
be expressed as Inheritance(Departing,Escaping). Thus, Inheritance(parent,child)
relation establishes that all the properties of the parent frame must be in-
herited by the child frame. This means that all the relations involving the
parent frame also involve the child one. Furthermore, this is a transitive re-
lation. For example, the Travel frame is a subclass of Self motion which is
a subclass of Motion and Intentionally act. In consequence, Travel also
inherits frame-elements from Motion and Intentionally act frames. More-
over, the Motion frame has a Causative of relation with Cause motion
frame that is inherited by Self motion and Travel through the Inheri-
tance relations. The graph in Figure 7.7 describes the previous relations.

We define these properties by the rules in Table 7.8 where Nn stands for
a particular frame or frame-element. As a result of applying these rules to
the set of existing relations in FrameNet, as shown in the Figure 7.7, the
instantiations and relations in Table 7.9 are produced.
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Figure 7.7: Extension through Inheritance.

Inheritance(N1, N2) ∧ Inheritance(N2, N3)⇒ Inheritance(N1, N3)

Inheritance(N1, N2) ∧Relation(N3, N1)⇒ Relation(N3, N2)

Table 7.8: Declarative rules for the Inheritance relations. Relation stands for
any othe relation type different to Inheritance.

frames:

Inheritance(Self motion, Travel) ∧ Inheritance(Motion, Self motion)⇒
⇒ Inheritance(Motion, Travel)

Inheritance(Self motion, Travel) ∧ Inheritance(Intentionally act, Self motion)⇒
⇒ Inheritance(Intentionally act, T ravel)

Inheritance(Motion, Self motion) ∧ Causative of(Cause motion,Motion)⇒
⇒ Causative of(Cause motion, Self motion)

frame-elements:

Inheritance(Self mover, Traveler) ∧ Inheritance(Theme, Self mover)⇒
⇒ Inheritance(Theme, Traveler)

Inheritance(Self mover, Traveler) ∧ Inheritance(Agent, Self mover)⇒
⇒ Inheritance(Intentionally act#Agent, T ravel#Traveler)

Inheritance(Theme, Self mover) ∧ Causative of(Theme, Theme)⇒
⇒ Causative of(Theme, Self mover)

Table 7.9: Examples of relations between frames and FEs extended through In-
heritance.
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Figure 7.8: Extension through Precedes.

Precedes(N1, N2) ∧ Precedes(N2, N3)⇒ Precedes(N1, N3)

Table 7.10: Declarative rule for the Precedes relations.

frames:

Precedes(Arrest, Arrangement) ∧ Precedes(Arrangement, Trial)⇒
⇒ Precedes(Arrest, T rial)

Precedes(Arrest, T rial) ∧ Precedes(Trial, Sentencing)⇒
⇒ Precedes(Arrest, Sentencing)

frame-elements:

Precedes(Suspect,Defendant) ∧ Precedes(Defendant,Defendant)⇒
⇒ Precedes(Suspect,Defendant)

Precedes(Suspect,Defendant) ∧ Precedes(Defendant, Convict)⇒
⇒ Precedes(Suspect, Convict)

Table 7.11: Examples of extended Precedes relations between frames and FEs.

7.2.1.2 Precedes

The Precedes relation expresses sequences of frames that are part of a more
general scenario. For example, like shown in Figure 7.8, a Criminal process
can be factored into a sequence of frames such as Arrest, Arraignment,
Trial and Sentencing occurring one after another. Obviously, if the Ar-
raignment happens after the Arrest and the Trial happens after the Ar-
raignment, the Trial will also befall after the Arrest.
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In this case, the relation is transitive but the other relations are not
transferred. For the sequence of events described in Figure 7.8, the rule in
Table 7.10 produces relations like those in Table 7.11.

7.2.1.3 Using

A particular relation in FrameNet is Using that connects two frames when
parts of the scene described by the child refers to the parent but in a dif-
ferent manner that the Inheritance relation does. For example, in Figure
7.9 the Protest frame describes an event that evokes those covered by Tak-
ing sides but it cannot be said that one is a subtype of the other. Although
it evokes both frames, Taking sides is neither a subclass of Opinion nor
Desirable event.

This relation is also transitive. The application of the rule in Table 7.12
can generate some new direct relations between frames and frame-elements
as the ones in Table 7.13.

Figure 7.9: Extension through Using.

Using(N1, N2) ∧ Using(N2, N3)⇒ Using(N1, N3)

Table 7.12: Declarative rule for the Using relations.
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frames:

Using(Opinion, Taking side) ∧ Using(Taking sides, Protest)⇒
⇒ Using(Opinion, Protest)

Using(Desirable event, Taking side) ∧ Using(Taking sides, Protest)⇒
⇒ Using(Desirable event, Protest)

frame-elements:

Using(Cognizer, Cognizer) ∧ Using(Cognizer, Protester)⇒
⇒ Using(Cognizer, Protester)

Using(State of affairs,Action) ∧ Using(Action,Action)⇒
⇒ Using(State of affairs,Action)

Table 7.13: Examples of extended Using relations between frames and FEs.

7.2.1.4 SubFrame

The SubFrame relation is used when a frame is so complex that many other
more specific frames can be defined inside it. In these cases, the children
frames can be seen as sub-parts of the parent that share the same partici-
pants. For example, the frame Invasion scenario involves the more specific
events described by Invading, Conquering and Repel frames.

As seen in the example in Figure 7.10, the particularity of this relation is
that the frame-elements of the children and the parent are indeed participants
of the same scene, but sibling frames are rarely connected between them. Our
proposal, shown in Table 7.14, for this case is to link the sibling frames by a
new relation we denote Sibling . For the structure of SubFrames in Figure
7.10, the set of rules in Table 7.14 obtain cases like those in Table 7.15.

SubFrame(N1, N2) ∧ SubFrame(N1, N3)⇒ Sibling(N2, N3)

SubFrame(N1, N2) ∧ SubFrame(N1, N3)⇒ Sibling(N3, N2)

SubFrame(N1, N2) ∧Relation(N3, N1)⇒ Relation(N3, N2)

Table 7.14: Declarative rules for the SubFrame relations.
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Figure 7.10: Extension through SubFrame .

frames:

SubFrame(Invasion scenario, Conquering) ∧ SubFrame(Invasion scenario, Invasion)⇒
⇒ Sibling(Conquering, Invasion)

SubFrame(Invasion scenario, Conquering) ∧ SubFrame(Invasion scenario, Invasion)⇒
⇒ Sibling(Invasion,Conquering)

SubFrame(Invasion scenario, Conquering) ∧ SubFrame(Invasion scenario,Repel)⇒
⇒ Sibling(Conquering,Repel)

SubFrame(Invasion scenario, Conquering) ∧ SubFrame(Invasion scenario,Repel)⇒
⇒ Sibling(Repel, Conquering)

frame-elements:

SubFrame(Invader, Invader) ∧ SubFrame(Invader, Conqueror)⇒
⇒ Sibling(Invading, Conqueror)

SubFrame(Invader, Invader) ∧ SubFrame(Invader, Conqueror)⇒
⇒ Sibling(Conqueror, Invading)

SubFrame(Invader, Conqueror) ∧ SubFrame(Invader, Enemy)⇒
⇒ Sibling(Invader, Enemy)

SubFrame(Invader, Conqueror) ∧ SubFrame(Invader, Enemy)⇒
⇒ Sibling(Enemy, Invader)

Table 7.15: Examples of extended relations between frames and FEs through
SubFrame.

7.2.1.5 Perspective on

If different points of view can be taken on a single frame, then those different
perspectives can be described by distinct frames and connected to a previous
one by the Perspective on relation. In fact, the event describing all the
frames involved by this relation is exactly the same. Figure 7.11 shows how
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Being born and Giving birth frames express two different points of view
of the Birth scenario frame.

Figure 7.11: Extension through Perspective on.

Perspective on(N1, N2) ∧ Perspective on(N1, N3)⇒ Sibling(N2, N3)

Perspective on(N1, N2) ∧ Perspective on(N1, N3)⇒ Sibling(N3, N2)

Perspective on(N1, N2) ∧Relation(N3, N1)⇒ Relation(N3, N2)

Table 7.16: Declarative rules for the Perspective on relations.

frames:

Perspective on(Birth scenario,Being born) ∧ Perspective on(Birth scenario,Giving birth)⇒
⇒ Sibling(Being born,Giving birth)

Perspective on(Birth scenario,Being born) ∧ Perspective on(Birth scenario,Giving birth)⇒
⇒ Sibling(Giving birth,Being born)

frame-elements:

Perspective on(Offspring, Child) ∧ Perspective on(Offspring, Child)⇒
⇒ Sibling(Child, Child)

Perspective on(Offspring, Child) ∧ Perspective on(Offspring, Child)⇒
⇒ Sibling(Child, Child)

Table 7.17: Examples of extended relations between frames and FEs through
Perspective On.

The Perspective on relation shares the same particularities with the
SubFrame relation being the frame-elements of the children and the parent



7.3 Mapping to PropBank 123

participants of the same scene. In consequence, we also propose the Sibling
relations to connect sibling frames, as showed in Table 7.16. In this case, the
set of rules described for the Perspective on relations can produce the new
examples in Table 7.17.

7.2.2 Applying the rules

We have generated the transitive closure of the set of rules described in this
section on FramNet 1.3 and we obtain a dramatical increment of the direct
relations between frames and frame-elements, as is showed in Table 7.18.

Direct Inferred
frames 1,723 4,360
frame-elements 8,486 16,795

Table 7.18: Number of direct relations obtained between frames and between
frame-elements.

7.3 Mapping to PropBank

PropBank also describes a large number of predicates with their correspond-
ing role structures. In fact, PropBank covers a much larger number of pred-
icates than FrameNet. This fact, along with a huge annotated corpus, has
made PropBank the main paradigm for SRL (Carreras and Màrquez, 2004;
Carreras and Màrquez, 2005; Surdeanu et al., 2008; Hajič et al., 2009). How-
ever, unlike FrameNet, PropBank defines the arguments, or roles, of each
verb individually. In consequence, it becomes very difficult to obtain more
abstract generalizations over their verbs and arguments. Moreover, there is
no semantic relation defined between the roles of different predicates.

Of course, it is possible to apply the semantic relations of FrameNet to
PropBank and NomBank using a proper mapping procedure between these
resources. Unfortunately, existing resources such as SemLink (Palmer, 2009)
or the Predicate Matrix (López de Lacalle et al., 2014b, a) still do not pro-
vide a complete mapping between FrameNet and PropBank/NomBank. For
instance, the automatic methods applied to create the Predicate Matrix by
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extending SemLink have been focused on mapping VerbNet (Kipper, 2005),
FrameNet (Baker et al., 1998) and WordNet (Fellbaum, 1998) and they man-
age to extend the mappings involving PropBank (Palmer et al., 2005) just
as a side-effect. Moreover, the current version of the Predicate Matrix does
not take into account nominal predicates.

7.3.1 SemLink

SemLink (Palmer, 2009) is a project whose aim is to link together different
predicate resources establishing a set of mappings. These mappings make it
possible to combine the different information provided by the different lexical
resources for tasks such as inferencing, consistency checking, interoperable
semantic role labelling, etc.

Having VerbNet (Kipper, 2005) as the central resource, SemLink includes
partial mappings to PropBank (Palmer et al., 2005) and FrameNet (Baker
et al., 1998), but their coverage presents significant gaps (López de Lacalle
et al., 2014a).

The complexity of these mappings relies on the fact that they must be es-
tablished at two different levels, the lexicon/predicate level and the role level.
For example, from the 6,181 different PropBank predicates, just 3,558 have
a corresponding VerbNet predicate in SemLink. That is, 2,623 PropBank
predicates have no correspondences to VerbNet. Regarding the PropBank
arguments and the VerbNet thematic-roles, 7,915 out of 15,871 arguments
from PropBank are mapped to a VerbNet thematic-role. That is, only a half
of the total PropBank arguments are linked to VerbNet, leaving out the re-
maining 7,956 arguments.

In the other hand, the alignment between FrameNet and VerbNet proves
to be even more incomplete. For example, only 1,730 lexical-units from
FrameNet are aligned to, at least, one VerbNet predicate. This number rep-
resents only 16% out of the total 10,195 lexical-units of FrameNet.

SemLink also includes the alignment between the roles of both resources.
However, unlike PropBank, the roles of FrameNet are defined at a frame-
level and not at a predicate level. Therefore, the mapping of the VerbNet
thematic-roles and the frame-elements of FrameNet is defined between Verb-
Net classes and FrameNet frames. Once again, the mapping between Verb-
Net and FrameNet presents significant gaps and mismatches. For instance,
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just 825 of the 7,124 frame-elements of FrameNet are linked to a VerbNet
thematic-role. That is, 88% of the frame-elements from FrameNet are not
aligned to any VerbNet thematic-role.

As result of all these gaps, the mapping that can be obtained from Sem-
Link comprising PropBank and FrameNet is severely sparse. Only 981 pred-
icates of PropBank are linked to a lexical-unit of FrameNet, and just 2,359
arguments of those predicates are mapped to a frame-element.

Moreover, SemLink does not consider nominal predicates, neither those
from FrameNet nor those from NomBank.

7.3.2 Predicate Matrix

Predicate Matrix (López de Lacalle et al., 2014b, a) is an extension of Sem-
Link. The Predicate Matrix follows the line of WordFrameNet (Laparra and
Rigau, 2009; Laparra et al., 2010; Laparra and Rigau, 2010) for the integra-
tion of multiple sources of predicate information including FrameNet, Verb-
Net, PropBank and WordNet. Applying a variety of automatic methods, the
Predicate Matrix extends widely the existing mapping coverage in SemLink.

The resulting mappings included in Predicate Matrix solve some of the
existing gaps of SemLink. For example, the number of ProbBank predicates
with a least a mapping to a VerbNet class rises to 3,961 and the number of
arguments to 9,288. That means an increase of almost 2,000 of PropBank
arguments. On the other hand, the number of frame-elements that result to
be mapped in Predicate Matrix, 1,839, is more than the double of those
contained in SemLink, 825.

Consequently, the connections between PropBank and FrameNet are also
extended. In fact, the Predicate Matrix contains 1,982 PropBank predicates
and 4,440 arguments mapped to a frame of FrameNet. However, this ex-
tension is obtained indirectly as a side-effect of the integration process not
because of an on purpose integration between FrameNet and PropBank.

7.3.3 Creating an automatic mapping through cross
annotations

Previous works on automatic mapping PropBank/NomBank and FrameNet
have focused mainly in the lexicon of both resources. However, as the seman-
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tic relations of FrameNet are defined between frame-elements, the only way
to define those relations on PropBank/NomBank is by a proper mapping of
the roles.

To obtain this mapping automatically we propose to discover the most
common correspondences between the annotations of both resources over the
same sentences, as in the example in Figure 7.12.

Figure 7.12: Example of matching annotations.

Obviously, we exploit already existing manually annotated FrameNet and
PropBank/NomBank corpora that assures a fully reliable annotation. The
FrameNet corpora can be divided in two different sets. In the one hand,
FrameNet version 1.3 includes 168,519 sample sentences for the 64% of the
LUs. In the other hand, the FrameNet corpus contains continuous text anno-
tations for 99 documents from different sources as WikiNews or the American
National Corpus. PropBank adds predicate-argument relations to the syn-
tactic trees of the Penn TreeBank Wall Street Journal data, and it has been
lately extended with nominal predicates by the NomBank project. For our
purposes, we use a subset of PropBank/NomBank distributed by the CoNLL
shared-task that comprises 5 sections including 500 different documents.

To automatically obtain the corresponding counterparts of the data pre-
sented above we have made use of two available tools that offer state of the art
results on semantic role labelling using FrameNet and PropBank/NomBank.
For the FrameNet based annotations we use SEMAFOR1 (Chen et al., 2010)
that carries out both frame and frame-element identification with an overall
performance of 62.76% precision and 41.89% recall. The SEMAFOR pack-
age includes a modified version of the MST Parser (McDonald et al., 2005) to
obtain the required syntactic dependencies. The PropBank/NomBank based

1http://www.ark.cs.cmu.edu/SEMAFOR/
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annotation has been done using the mate-tools2 (Björkelund et al., 2009)
a complete multilingual NLP pipeline that includes a high accuracy SRL
module that obtains 85.63% F1 performance.

In this way, we are able to obtain the corpus from FrameNet with man-
ual FrameNet annotations and automatic PropBank/NomBank annotations
from the mate-tools. Similarly, we are also able to get the corpus from Prop-
Bank/NomBank with manual PropBank/NomBank annotations and auto-
matic FrameNet annotations from SEMAFOR. Thus, by crossing the anno-
tations on both corpora it has been possible to collect the coincidences when
the filler of one PropBank/NomBank argument matches a FrameNet frame-
element or vice-versa. Then, we have removed those cases we consider too in-
frequent setting a threshold of more than T cases per <PropBank/NomBank-
argument,FrameNet-frame-element> pair. We have applied different values
of T obtaining different sets of mappings. Finally we select the most common
ones for each predicate. For example, for the predicate retail.01 we obtain
that the arg1 and the arg3 match most frequently the frame-elements Goods
and Money of the frame Commerce sell respectively. For this predicate, this
method does not provide enough evidence for the rest of arguments. Follow-
ing this cross-annotation strategy, we generate a mapping that connects
not only the predicates but also the roles. Furthermore, the mapping includes
nominal predicates.

PropBank NomBank
Predicates Roles Predicates Roles

SemLink 1,722 4,394 0 0
PM 2,900 7,493 0 0
T=0 3,446 12,858 3,546 8,722
T=1 2,688 8,232 2,594 5,537
T=4 2,002 4,745 1,718 3,036
T=7 1,651 3,383 1,313 2,133

Table 7.19: Number of mappings obtained with different values of T compared to
SemLink and PM.

Table 7.19 shows, for different values of T, the number of mappings ob-
tained from the cross-annotation strategy. The table also shows that the

2https://code.google.com/p/mate-tools/
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application of this method substantially increase the number of mappings
encoded in SemLink and the Predicate Matrix.

7.3.4 Projecting the FrameNet relations to PropBank
and NomBank

Once we have the mapping between FrameNet frame-elements and Prop-
Bank/NomBank arguments we can project directly relations between frame-
elements obtained in Section 7.2. The volume of relations between Prop-
Bank/NomBank arguments in the resulting resource depends on the thresh-
old T chosen generating the automatic mapping, as shown in Table 7.20. The
second column of the table shows that the number of the relations highly in-
crease if we also include the relations between predicates belonging to the
same frame of FrameNet.

arg-Relations +SameFrame
T=0 608,410 847,889
T=1 322,776 457,887
T=4 153,448 217,954
T=7 96,530 136,479

Table 7.20: Number of resulting relations between PropBank/NomBank argu-
ments mappings obtained with different values of T.

Note that for this projection we can substitute the mappings we obtain
in this section with the mappings from SemLink and Predicate Matrix. In
Section 7.4 we present comparison of the results

7.4 Enriching SRL for discovering implicit in-

formation

As we propose at the beginning of this chapter, the semantic relations be-
tween roles or arguments can be exploited to obtain a more richer represen-
tation of the eventive structures in a document, beyond the ones provided
by regular SRL. Furthermore, we suggest that the richer this representations
are the more sources are available for completing those roles whose fillers
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have been elided. In order to check these ideas, we have analysed how the
inclusion of this information affects an existing system for ISRL.

The algorithm used in this work, ImpAr, processes the documents sen-
tence by sentence guessing that every mention of a sequence of the same
predicate refers to the same event and, in consequence, all of theme share
the same argument fillers. This assumption is useful to capture elided argu-
ments. Thus, for every core argument argn of a predicate, ImpAr stores
its previous known filler, explicit or implicit, as a possible filler of the fol-
lowing occurrences of the same argument. When there is enough evidence
this “default” filler is changed, for example when an explicit mention of the
argument is found.

Originally, this behaviour only affects to mentions of the same predicate
in any of its possible forms, including nominalizations. However, semantic
relations between roles can be used to extend the SRL annotations allowing
ImpAr to perform a more complex kind of inference. For instance, in the
example of the predicate retail.01 presented in the Figure 7.12, the relations
between roles obtained from FrameNet show that the same event can be
expressed in very different manner and, even more, can imply necessarily
some other events, as Figure 7.13 shows.

Figure 7.13: Extended annotation for the retail.01 predicate.

This means that the fillers of the arguments arg1 and arg3 can be con-
sidered as default fillers for the following mentions of not only the retail.01
predicate but also purchase.01, buy.01 or payment.01.
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7.4.1 Evaluation

To empirically measure the contribution on ISRL of the newly acquired rela-
tions between roles using ImpAr, we use the same evaluation framework as
the one described in Chapter 6. Consequently, this involves the same corpus
and test sets developed by Gerber and Chai (2010, 2012) and the metric
proposed by Ruppenhofer et al. (2010), lately adapted by Gerber and Chai
(2010, 2012) which is based on the Dice coefficient. We also use ImpAr with
the same settings as the ones described in Chapter 6.

None SameFrame All Best

Inst. Imp. F1 F1 F1 F1

sale 184 181 40.6 40.6 43.0 45.0
price 216 138 50.3 50.3 54.7 55.5
investor 160 108 25.3 25.3 25.3 25.3
bid 88 124 47.0 47.0 47.0 47.0
plan 100 77 48.0 45.0 42.0 45.0
cost 101 86 44.5 44.5 44.2 44.2
loss 104 62 55.2 54.7 54.7 54.7
loan 84 82 45.3 45.3 45.3 45.3
investment 102 52 29.2 29.2 29.2 29.2
fund 108 56 47.5 47.5 47.5 47.5

Overall 1,247 966 43.0 42.7 43.5 44.5

Table 7.21: Results of ImpAr with different sets of semantic relations.

Table 7.21 shows the results of the performance of ImpAr using differ-
ent sets of relations to enrich original semantic annotations. All the figures
presented in the table have been obtained applying the mapping between
FrameNet and PropBank/NomBank generated by using a threshold value T
equal to 4. According to Figure 7.14 the best ImpAr performance is given by
a value of T within 4 and 7. In Table 7.21, None column contains the origi-
nal results of ImpAr (see Chapter 6). SameFrame are the results using the
64,506 semantic relations we can derive between roles just using the mem-
bership relation to the same frame. All correspond to the output using all
our 217,954 newly acquired semantic relations between roles. Best contains
the setting that yields the best performance, ruling out all Inheritance and
Using relations3. This setting contains a total of 160,710 relations.

3Possibly, not all these relations are counterproductive. However, filtering out only the
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Figure 7.14: Results applying different threshold values for the development of the
automatic mapping.

These results show that, on this task and framework, the FrameNet rela-
tions affects very little to these predicates. This occurs mainly because the
FrameNet lexicon does not cover most of them. For instance, investor, bid
or fund does not appear as lexical-units in FrameNet. So, no role relations
have been obtained for them and ImpAr obtains the same results. More-
over, other lexical-units which appear in FrameNet does not correspond to
the appropriate senses of PropBank/NomBank. For instance, this is the case
of investment which in FrameNet corresponds to the sense of Besieging. As
the test set does not cover this domain, the application of its role relations
has no effect. For predicates having more general senses in FrameNet like
plan, even the role relations obtained from the same frames are counter-
productive. The partial coverage of FrameNet and its intrinsic misalignment
with respect to PropBank/NomBank senses seems to be a major drawback.
We hope that aligning these resources to WordNet (as the Predicate Matrix
does) will provide in the future a more consistent and interoperable resources.
However, the new role relations for sale and price predicates seem to have an
important effect on the final results. Possibly due to a proper and complete
representation in FrameNet and a correct aligment to PropBank/NomBank.

As expected, according to the SameFrame column, adding projected
relations for those predicates belonging to the same frame seems to have also

incorrect ones would require to check whether the two related frames belongs to the same
domain.
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a little effect on the final results.

A very interesting conclusion can be extracted from the results given in
All and Best columns. As said above, the difference within these settings
is that the latter does not contain the Inheritance and Using relations.
Taking into account that those are the relations that connect general frames
with more specific ones, it can be inferred that for ISRL the most suitable re-
lations are those that comprises predicates that belong to the same domains.
In other words, the knowledge that belongs to the same scenario possibly
provides more coherent semantic relations.

Table 7.22 shows the results of ImpAr when using no additional relations
( ImpAr), when using just the Inheritance and Using relations ( IU)
and finally, when using the all semantic relations but the ones obtained from
Inheritance and Using relations ( Best).

ImpAr IU Best

sale 40.6 42.0 45.0
price 50.3 49.6 55.5
cost 44.5 44.2 44.2
plan 48.0 41.7 45.0
loss 55.2 54.7 54.7

Overall 43.0 42.5 44.5

Table 7.22: Comparison of the Best results against using just Inheritance and
Using relations.

Figure 7.15 shows two examples of implicit roles which are negatively
affected by the new role relations obtained when applying the Inheritance
and Using rules. In the first one, the arg0 of plan inherits the filler of the
arg0 of want.01 ([Democrats]) through the Using relations that connects
both arguments while the correct filler for the arg0 of plan.01 is [Senate
leaders]. In the second example, the sale.01 predicate wrongly obtains the
filler for the arg1 from the arg1 of give.01 through the Inheritance relation.

On the other hand, frames that belong to the same scenario describe
parts of the same kind of events and thus if the predicates from these frames
appear in a text, they are likely to refer to the same scenes or situations. Con-
sequently, the same participants are also shared. This seems to be the reason
why relations such as SubFrame and Perspective on, like the examples
in Figure 7.16, prove to ease the recovering of implicit arguments.
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Figure 7.15: Examples of errors committed for Inheritance and Using relations.
Wrongly identified fillers are highlighted in red. The proper fillers, when exists, are
shown in green.

Figure 7.16: Examples of correct matches obtained through SubFrame and Per-
spective on relations. Correctly identified fillers are highlighted in green.

7.4.1.1 Comparison against other resources

As said previously, there exist alternative resources that provides mappings
between FrameNet and PropBank/NomBank. In Section 7.3 we discuss that
the most prominent ones are SemLink and the Predicate Matrix, but we
also indicate their potential drawback for ISRL. In this section we present
a comparison between SemLink, the Predicate Matrix and our role mapping
between FrameNet and PropBank/NomBank. We use the three resources
to project the frame-element relations acquired from FrameNet (see Section
7.2) to PropBank/NomBank arguments. In all cases we use the same set of
relations that obtains the best results. That is, ruling out Inheritance and
Using relations.

Table 7.23 shows the results obtained when using ImpAr (None) and the
best selection of frame-element relations projected to PropBank/NomBank
using our new mappings (Best), using SemLink mappings (SemLink) and
using the Predicate Matrix (PM). First, using either SemLink or the Predi-
cate Matrix improves the results of the basic ImpAr configuration. However,
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none of them reaches our new set of projected relations. Interestingly, the
Predicate Matrix also offers quite comparable results.

None Best SemLink PM

sale 40.6 45.0 41.7 43.7
price 50.3 55.5 50.3 55.5
cost 44.5 44.2 44.5 44.2
plan 48.0 45.0 48.0 45.0
loss 55.2 54.7 55.2 54.7

Overall 43.0 44.5 43.1 44.0

Table 7.23: Comparative results using the extended FrameNet relations projected
through the mappings of SemLink and Predicate Matrix.

The evaluations presented previously show that FrameNet is still far from
providing a full and proper coverage of relations between events and partic-
ipants for ISRL. Aparently, none of the existing potential useful resources
seems to contain sufficient knowledge. Now, we present an additional com-
parison with respect to alternative resources that also relate predicates and
roles.

First, we have taken into account two related resources that contain entail-
ment relations derived from FrameNet: LexPar (Coyne and Rambow, 2009)
and FRED (Aharon et al., 2010). Both set of relations differ from ours in the
type of information from FrameNet that is considered. For example, LexPar
generates paraphrase transformations of frame-element patterns associated
with verbs using the relations between the frames these verbs belong to. How-
ever, the entailment relations between verbs are limited to those cases when
they are synonyms or hypernyms/hyponyms in WordNet, or when they are
related via the Perspective on relation. This makes that the vast majority
of the rules are indeed based on WordNet. On the other hand, FRED only
derives relations via Inheritance , Cause and Perspective on , and lim-
its the entailment according to morphologically derivation or between those
lexical-units that are considered to be the dominants of the frames.

Table 7.24 shows the evaluation of these resources when we use them into
the ImpAr algorithm. For these experiments we use the automatic mapping
between FrameNet and PropBank/NomBank using T = 4 (see Section 7.3).
The results show that the conditions set by Coyne and Rambow (2009) and
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Aharon et al. (2010) for the generation of their resources restricts too much
the potential contribution of FrameNet relations in ISRL.

None Best LexPar FRED

P 46.0 46.3 45.6 45.8
R 40.3 42.7 41.2 41.3
F 43.0 44.5 43.3 43.4

Table 7.24: Comparative results with relations from LexPar and FRED.

We can also use the VerbNet classes to group verbs sharing arguments.
VerbNet groups semantically related verbs in classes and subclasses. Each of
these classes define a set of roles that are supposed to be shared by all the
predicates that belong to the same class. For instance, the class called get-
13.5.1 (see Figure 7.17) includes verbs like buy, catch, choose, find or
get. The class establishes that these predicates have the same set of semantic
roles like Agent, Theme or Source. In other words, the Agent of buy is
semantically related to the Agent of catch, the Agent of choose and so on.
As SemLink includes very complete mapping between VerbNet and PropBank
we can transfer these semantic relations to the arguments of PropBank and
use them with ImpAr instead of the relations obtained from FrameNet.

Figure 7.17: Examples of semantic relations obtained from VerbNet.

The results of this experiment are shown in Table 7.25. Interestingly,
VerbNet seems to harm the performance of the algorithm. This behaviour
is possibly caused by the same reason why the Inheritance and Using
relations of FrameNet also damage the results. Although the verbs included
in a class of VerbNet are indeed semantically related, they do not necessarily
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belong to the same domain or scenario. A VerbNet class can contain both
general verbs, like get, and more specific ones, like buy.

None Best VNC VNSC

P 46.0 46.3 42.9 44.7
R 40.3 42.7 39.3 39.8
F 43.0 44.5 41.0 42.1

Table 7.25: Comparison with respect to VerbNet relations. VNC stands for rela-
tions between all the predicates of the same class. The relations of VNSC takes
into account the subclasses of VerbNet.

Finally, we have performed a last comparison against the Narrative Schemas
(NS) database (Chambers and Jurafsky, 2010). This resource contains auto-
matically obtained sequences of events that commonly occur in text, where
the subjects or the objects of the verbs are the same entity. The database
contains sets of sequences of 6, 8, 10 and 12 verbs and the reliability of each
sequence is weighted by a score value. Figure 7.18 shows an example of a
common sequence where the same entity is the subject of 6 different verbs.
As subjects and objects of the predicates correspond usually to the arg0 and
arg1 respectively in PropBank the mapping between these two resources can
be established quite straightforwardly. Thus, we define a relation between all
the arguments belonging to the same schema.

Figure 7.18: Examples of semantic relations obtained from the Narrative Schemas.

Table 7.26 shows the performance of the different sets of relations ob-
tained from the narrative schemas with respect to the basic ImpAr (None)
and the best configuration (Best). The code nsXtY corresponds to the re-
lations obtained from the schemas of size X that have at least a score value
Y . Notoriously, the performance of the ImpAr using the relations obtained
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from the narrative schemas is worse than not applying any semantic relation
at all. These poor results can be explained by the fact that the relations of
the Narrative Schemas just encode a common temporal ordering, not impli-
cations between the related roles. The example in Figure 7.18 shows how
the arg0 of buy.01 ends up being connected to the arg0 of sell.01. In other
words, the Narrative Schemas relates the Buyer with the Seller. Obviously,
with respect to ImpAr this set of relations could be harmful.

None Best ns6t0 ns6t12 ns6t14 ns8t0 ns12t0 ns12t35
P 46.0 46.3 24.1 28.4 45.0 26.6 32.7 33.2
R 40.3 42.7 24.7 28.4 40.2 26.9 32.7 33.1
F 43.0 44.5 24.4 28.4 42.4 26.7 32.7 33.1

Table 7.26: Comparison with relations from Narrative Schemas.

7.5 Concluding remarks

In this chapter we have proposed that relations that connect semantically
events and roles can contribute positively to ISRL. For the approach de-
scribed we have made use of the relations manually defined between the
frames of FrameNet. Before applying this knowledge in a framework based
on PropBank/NomBank we have had to perform two steps. First, we have
proposed a set of logical rules to extend all the relations existing in FrameNet.
Second, we have presented a method to map the predicates and roles con-
tained in PropBank/NomBank and FrameNet. As a result of these tasks we
have obtained a novel resource that connects arguments of different predi-
cates of PropBank and NomBank through semantic relations. We have shown
that including these relations into the ImpAr improves its performance.

The experiments presented in this chapter show that not all possible re-
lations between events and participants are suitable for ISRL. According to
our results, it seems that relations connecting frames that do not belong to
the same domains should be avoided. For example, although the predicates
want.01 and plan.01 or the predicates get.01 and buy.01 can be seman-
tically related they do not evoke necessarily the same events. Relating the
roles of such kind of events has proved to be harmful. On the other, prop-
erly connecting roles of predicates that describe a particular scenario, like
buy.01, sell.01 or pay.01 seems to be helpful. However, acquiring this kind
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of knowledge is a complex task because manually created sources do not con-
tain enough coverage and automatic approaches do not always generate the
kind of relations required. Obtaining such kind of information will be a main
focus in our future work.
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CHAPTER 8

Conclusion and further work

This last chapter presents a summary (Section 8.1) that reviews the goals
we have reached during our research on Implicit Semantic Role Labelling. In
Section 8.2 we list the research papers we have published that are related
with this work. Finally, Section 8.3 proposes some possible future lines of
research.

8.1 Summary

Implicit Semantic Role Labelling is the task of recovering semantic roles
beyond the syntactically close context of the predicates. Thus, this task aims
to extend the scope of traditional Semantic Role Labelling systems in order
to complete the explicit role structures trying to advance one step forward
the current state of the art on natural language processing. The relevance of
this type of analysis can be seen in the example shown in Figure 8.1. In this
case, a traditional Semantic Role Labelling (SRL) system only manages to
annotate the roles of the predicate sell.01 and misses all the participants of
the events targeted by the predicates price.01 and sale.01. Indeed, Gerber
and Chai (2010) pointed out that solving implicit arguments the coverage of
role structures can increase by 71%.
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Figure 8.1: Traditional SRL annotation with missing arguments.

In this research, we have described some approaches that combine tech-
niques of SRL with different types of Coreference Resolution (CR) proving
that Implicit Semantic Roles Labelling depends on complex relations
between the elements of the discourse. We have also tried different strategies
to overcome the need of manual annotated data.

Our first approach followed similar previous works adapting a set of tradi-
tional anaphora resolution models for the implicit argument resolution task.
Our evaluation shows that a model trained with these features can improve
state of the art results. The sources of evidence proposed are adaptations that
focus on nominal entities and pronouns, most of them originally focusing on
looking for referents in the same sentence. For that reason, it seems that
they can provide useful information for cases like the example in Figure 8.2,
where the filler of the missing arg2 of price.01 is recoverable within sentence
boundaries. In order to avoid problems derived from the small training set
available the set of features is as lexically independent as possible.

Our second approach proposed that elided arguments can be recovered
from other mentions of the same events. We have exploited a relevant discur-
sive property that states that several mentions of the same predicate tend
to refer to the same event instance maintaining the same role fillers. Fig-
ure 8.3 shows an example where some missing arguments of the predicate
sale.01 can be obtained from a previous mention of the same event. In other
words, we introduce the first attempt to label implicit roles by solving event
coreference. We have developed a new deterministic algorithm, ImpAr, that
obtains very competitive and robust performances with respect to super-
vised approaches. Furthermore, it can be applied where there is no available
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Figure 8.2: ISRL as anaphora resolution.

Figure 8.3: ISRL via event coreference.

manual annotations for training. The algorithm is publicly available1.

The previous approach has a large margin for improvement. For that rea-
son, we have tried to include other types of semantic relations between the
predicates and roles. We have seen that relations that describe implication,

1http://adimen.si.ehu.es/web/ImpAr

http://adimen.si.ehu.es/web/ImpAr
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causation or precedence can positively affect ISRL because these relations
possibly connect predicates involving the same scenario. We have taken ad-
vantage of the semantic relations described in FrameNet to extend the be-
haviour of the ImpAr algorithm and we have proved that we can extend the
number of cases solved. For example, the arg3 of the predicates sell.01 and
sale.01, and the arg0 and arg1 of the predicate price.01 in Figure 8.4 can
be solved if we know that there exists an entailment relation between these
predicates. That is, for every sale event there is always a price.

Figure 8.4: ISRL including semantic relations between events.

In summary, we have studied Implicit Semantic Role Labelling with
respect to three different types of coreferent relations in the discourse, solv-
ing implicit roles as anaphora resolution, taking into account event coref-
erence and finally, including some entailment relations between roles and
predicates. We have also developed novel methods that overcome the lack of
training data: lexically independent features, deterministic algorithms that
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do not require any training data and wide coverage knowledge bases to ob-
tain rules between the events. Our empirical evaluations have proved that our
approaches obtain similar or better performances than supervised systems.
Finally, as a result of this research, we have developed a set of robust and
open domain tools and resources that are freely available.

8.2 Publications

Below, we present cronologically the list of publications related with the
research described in this document:

• Laparra E. and Rigau G. Exploiting Explicit Annotations and Semantic
Types for Implicit Argument Resolution. 6th IEEE International Con-
ference on Semantic Computing (ICSC’12). Palermo, Italy. 2012.

The contributions of the previous publication are described in
Chapter 4.

• Laparra E. and Rigau G. Sources of Evidence for Implicit Argument
Resolution. 10th International Conference on Computational Semantics
(IWCS’13). Postdam, Germany. 2013.

This study and its corresponding experiments are presented in
Chapter 5.

• Laparra E. and Rigau G. ImpAr: A Deterministic Algorithm for Im-
plicit Semantic Role Labelling. The 51st Annual Meeting of the As-
sociation for Computational Linguistics (ACL’2013). Sofia, Bulgaria.
2013.

The algorithm and the evaluation described in this paper are in-
cluded in Chapter 6.

• Laparra E., López de Lacalle M., Aldabe I. and Rigau G. Predicate
Matrix: Automatically extending the interoperability between predicative
resources. Language Resources and Evaluation. 2014. (Submitted)

This publication contains part of the contributions presented in
Chapter 7.
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The following references are not covered but are very closely related to
this thesis:

• Laparra E. and Rigau G. Integrating WordNet and FrameNet using a
knowledge-based Word Sense Disambiguation algorithm. Proceedings of
Recent Advances in Natural Language Processing (RANLP’09). Borovets,
Bulgaria, September, 2009.

• Laparra E., Rigau G. and Cuadros M. Exploring the integration of
WordNet and FrameNet. Proceedings of the 5th Global WordNet Con-
ference (GWC’10), Mumbai, India. January, 2010.

• Laparra E. and Rigau G. eXtended WordFrameNet. 7th international
conference on Language Resources and Evaluation (LREC’10). La Valetta,
Malta. 2010.

• López de Lacalle M., Laparra E. and Rigau G. First steps towards a
Predicate Matrix. Proceedings of the 7th Global WordNet Conference
(GWC’14). Tartu, Estonia. 2014.

• López de Lacalle M., Laparra E. and Rigau G. Predicate Matrix: ex-
tending SemLink through WordNet mappings. Proceedings of the 9th
Language Resources and Evaluation Conference (LREC’14). Reykjavik,
Iceland. 2014.

We also present references to other works produced during the develop-
ment of the present research:

• Álvez J., Atserias J., Carrera J., Climent S., Laparra E., Oliver A.
and Rigau G. Complete and Consistent Annotation of WordNet using
the Top Concept Ontology. 6th international conference on Language
Resources and Evaluation (LREC’08), Marrakesh, Morroco. 2008.

• Alecha M., Álvez J., Hermo M. and Laparra E. A New Proposal for
Using First-Order Theorem Provers to Reason with OWL DL Ontolo-
gies. Proceedings Spanish Conference on Programming and Computer
Languages (PROLE’09). San Sebastián, Spain. 2009
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• Alonso L., Castellón I, Laparra E., Rigau G. Evaluación de métodos
semi-automáticos para la conexión entre FrameNet y SenSem. Proceed-
ings of the 25th Annual Meeting of Sociedad Española para el Proce-
samiento del Lenguaje Natural (SEPLN’09). San Sebastián, Spain.
2009.

• Agirre E., Casillas A., Dı́az de Ilarraza A., Estarrona A., Fernandez
K., Gojenola K., Laparra E., Rigau G., Soroa A. The KYOTO Project.
Proceedings of the 25th Annual Meeting of Sociedad Española para
el Procesamiento del Lenguaje Natural (SEPLN’09). San Sebastián,
Spain. 2009.

• Vossen P., Bosma W., Cuadros M., Laparra E. and Rigau G. Integrating
a large domain ontology of species into WordNet. 7th international con-
ference on Language Resources and Evaluation (LREC’10). La Valetta,
Malta. 2010.

• Gonzalez-Agirre A., Laparra E. and Rigau G. Multilingual Central
Repository version 3.0: upgrading a very large lexical knowledge base.
Proceedings of the 6th Global WordNet Conference (GWC’12), Matsue,
Japan. January, 2012.

• Gonzalez-Agirre A., Laparra E. and Rigau G. Multilingual Central
Repository version 3.0. 8th international conference on Language Re-
sources and Evaluation (LREC’12). Istambul, Turkey. 2012.

• Laparra E., Rigau G. and Vossen P. Mapping WordNet to the Ky-
oto ontology. 8th international conference on Language Resources and
Evaluation (LREC’12). Istambul, Turkey. 2012.

• Agerri R., Agirre E., Aldabe I., Altuna B., Beloki Z., Laparra E., López
de Lacalle M., Rigau G., Soroa A., Urizar R. The NewsReader project.
Proceedings of the 30th Annual Meeting of Sociedad Española para
el Procesamiento del Lenguaje Natural (SEPLN’14). Girona, Spain.
Procesamiento del Lenguaje Natural. Vol. 53 pp. pp 215-218. ISSN:
1135-5948. 2014.
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8.3 Future work

Although there are two different datasets available for evaluating Implicit
Semantic Role Labelling they include very different kinds of additional
annotations. For example, the one based on FrameNet (Ruppenhofer et al.,
2009) contains gold-standard coreference chains which are not part of the
dataset based on PropBank/NomBank (Gerber and Chai, 2010, 2012). Fur-
thermore, while the syntactic analysis of the first is based on constituents,
the latter provides syntactic dependencies. For each experiment presented
throughout this work we have focused just in the one that fits better for each
approach. However, it would be desirable to complete both datasets with the
same sets of annotations for a more complete evaluation framework. This
non-trivial task is one of our next steps in order to evaluate not only the
strategies described in this document but also the future extensions of this
research.

First of all, many of the techniques used in this research for Implicit
Semantic Role Labelling are quite basic and naive. Our goal has been to
prove the suitability of the ideas behind them and, although we have empiri-
cally proved that our approaches obtain successful results, there are still large
avenues for improvement. One of the places that we plan to investigate in a
near future is on the strategy we apply for coreference resolution. On the one
hand, the anaphora resolution approach of ImpAr uses a set of very general
semantic classes to filter out the candidates to be fillers of the implicit roles.
However, sometimes our classification can be too general. For example, both
the arg1 of the predicate drink.01 and the arg1 of the predicate write.01
are classified as TANGIBLE. Obviously, we can apply more fine grained se-
lectional preferences for a better filtering process. On the other hand, at this
point, ImpAr just checks the lemmas of the predicates to determine if their
mentions refer to the same event. We are currently studying to include a
nominal entity coreference analysis to refine this process because it can help
to know if the explicit roles of different predicates are actually the same. If
the explicit roles are not the same, the predicates are not coreferent. Using
this approach, we expect to improve the current version of the algorithm.

We are also working on the automatic acquisition of entailment relations
between predicates and semantic roles. We studied an approach that consists
on acquiring new relations from existing knowledge sources. The main ad-
vantage of this approach is that the resources have been manually built and,
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invest.01
arg1: thing invested
arg2: invested in

spend.01
arg1: thing bought, commodity
arg3: price paid, money

Table 8.1: Descriptions of some arguments in PropBank

in consequence, the information is very reliable. However, in many cases it is
very difficult to exploit this type of resources. Consider the role descriptions
from PropBank in Table 8.1. The descriptions of these arguments can provide
some evidence to establish an entailment relation among them. However, as
they are written in natural language it turns to be quite hard to process them
automatically.

Another possibility is to obtain the entailment relations from corpus, fol-
lowing works like Chambers and Jurafsky (2009); Cheung et al. (2013). We
are currently working on the development of unsupervised probabilistic mod-
els designed for obtaining scenarios similar to those included in FrameNet.
This scenarios will group semantically related roles of different predicates
belonging to the same cluster. Following with the example in Table 8.1, the
algorithm could generate an scenario including the predicates invest.01 and
spend.01 and two roles, one merging the arg1 of invest.01 and the arg3 of
spend.01, and another one merging the arg2 of invest.01 and the arg1 of
spend.01.

Although we have focused our research on English only, a great advantage
of the strategies we have developed is that they are easily extended to other
languages. For example, we only need few steps to adapt ImpAr to process
Spanish texts. AnCora provides a knowledge base describing the role struc-
tures in a very similar way to PropBank. Thus, the only actual requirement
is to learn the selectional preferences for the arguments contained in this re-
source. Furthermore, AnCora includes manual annotations for implicit roles
in Spanish (Taulé et al., 2012) allowing the evaluation of the performance of
ImpAr in this language. In fact, potentially, our algorithm could be applied
to any language as long as there is available a traditional SRL system and a
semantic resource with predicates and roles for it.
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The bomb exploded in a crowded marketplace.
Five civilians were killed, including two children.
Al Qaeda claimed responsibility.

Table 8.2: A very complex case of implicit roles.

The judge did not hesitate to sentence the murderer.
Police had found at his home a written confession.

Table 8.3: ISRL could help to find the referent of his.

Finally, we have seen that Implicit Semantic Role Labelling depends
on divers relations between the elements of the discourse. In this thesis we
have studied just some of them, but the manner in how the information is
realized in a text can adopt very complex forms. For example, in the sentences
in Table 8.2 there are many implicit roles, like who exploded the bomb, what
killed the civilians or what did Al Qaeda claimed responsibility for. Notice that
solving these implicit roles may require a global re-interpretation process each
time a new explicit or implicit information emerges.

Moreover, implicit roles can be a key piece of information for the resolu-
tion of other types of coreferent elements. The example in Table 8.3 shows a
very difficult case for anaphora resolution. However, knowing that the pro-
noun his is the filler of the implicit writer of the confession can give evidence
to infer that it refers to the murderer and not to the judge. These examples
evince the need to take into account Implicit Semantic Role Labelling
for a full automatic understanding of natural language.
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and Katz, G. (2003b). Timeml: Robust specification of event and temporal
expressions in text. In in Fifth International Workshop on Computational
Semantics (IWCS-5).

Quine, W. V. (1985). Events and reification. In Actions and Events: Per-
spectives on the Philosophy of Davidson, pages 162–71. Blackwell.



166 BIBLIOGRAPHY

Raghunathan, K., Lee, H., Rangarajan, S., Chambers, N., Surdeanu, M.,
Jurafsky, D., and Manning, C. (2010). A multi-pass sieve for coreference
resolution. In Proceedings of the 2010 Conference on Empirical Methods
in Natural Language Processing, EMNLP ’10, Cambridge, Massachusetts.

Rahman, A. and Ng, V. (2009). Supervised models for coreference resolution.
In Proceedings of the 2009 Conference on Empirical Methods in Natural
Language Processing.
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